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Foreword

Over a span of 20 years, the vision of an international orbiting outpost—one with continuous human presence, measuring
the size of a football field, with mass of ~900,000 Ibm, and orbiting the Earth every 90 minutes—became a reality. The
International Space Station (ISS) is a testament to what engineering miracles can be accomplished with vision, leadership,
perseverance, political support, and funding. The ISS enables world-class scientific research, forges pathfinders for future
exploration travel, and unites 15 international partners working together with common goals to keep the ISS viable.

We are grateful for the visionaries who planted the seeds of continuous human presence in space, beginning with science
fiction books and movies that stretched the limits of our imagination. These futuristic dreams inspired technologies
required to support civilian spaceflight and military endeavors that, over time, have not only turned out to be possible but
are now part of our everyday life.

The ISS is part of NASA’s ongoing, deliberate, step-by-step approach for expanding the boundaries associated with
human spaceflight exploration that will return us to the moon and eventually to inhabiting Mars. The ISS Program stands
proudly on the shoulders of giants who accomplished increasingly complex and ambitious space projects. The early
Mercury rockets demonstrated our ability to safely leave Earth’s atmosphere with human passengers, followed by the
Gemini and Apollo projects, which were pathfinders for spacewalks, rendezvous, dockings, and human moon landings.
The Skylab and Mir space stations, along with the Apollo/Soyuz program, established collaborations with international
partners and demonstrated that we could safely operate long-term in low-Earth orbit. A winged Space Shuttle, with

the capability to achieve low-Earth orbit for extended periods, enabled astronauts to conduct scientific research and to
deploy, retrieve, and repair payloads and satellites. All of these experiences culminated with the adventure of assembling
the ISS in low-Earth orbit, testing the ability of engineers, operators, astronauts, scientists, and numerous others working
as a team with common goals.

Beginning in 1998, the ISS evolved from two modules—one Russian and one American—into a complex composed
of 14 elements operated by 15 countries that provides a continuously operating laboratory expanding the scientific
boundaries of both physical and biological sciences. The ISS creates a stable platform for studying the effects of long-
term human presence for life support, propulsion, electrical, and structural systems to allow humans to explore further.
This will lead to technologies and operational techniques for longer-duration spaceflights, a deep space outpost, a
permanent base on the moon, and eventually a human outpost on Mars.

The flight directors involved in the planning and assembly of the ISS played a vital leadership role in planning, training,
orchestrating, and executing each mission. Of the current 91 flight directors in NASA human spaceflight history, more
than half of them have worked directly with planning and assembly of the ISS. This Flight Operations leadership and
dedication helped to pave the way for the tactical real-time assembly of an operationally evolving spacecraft, knitting
together individuals and teams from astronauts to design engineers who were all oriented toward the same strategic goal.

We would be remiss to not mention that the ISS would never have become a reality without the ISS Program and
Space Shuttle Program leadership providing the overarching vision, funding, and integration with the international and
commercial partners. Countless individuals and teams support these programs in critical roles and have dedicated their
lives to developing, assembling, and now keeping the ISS a reality.

As we embark on new initiatives requiring human presence farther into the solar system, the Flight Operations team
will carry with it the legacy of operational experience necessary to continue turning dreams into reality, all in support of

NASA’s exploration goals. ‘V

Brian Kelly
Yirector, Flight Operations
Patrick Forrester Norman Knight
Chief Astronaut, Flight Operations Chief Flight Director, Flight Operations



Preface

Throughout my childhood, I was blown away, and inspired, by the amazing feats that NASA was accomplishing:
walking on the moon; sending probes to Venus, Mars, Jupiter, and Saturn; flying a reusable Space Shuttle; and
building space stations. Twenty years ago, I got the privilege of joining the NASA team, in particular in the famed and
historic Mission Control. I realized early on that success was not built on technological marvels but on the shoulders
of the men and women who worked at NASA. It was the men and women who laid awake at night and worried about
what could possibly go wrong. It was the men and women who put all their passion into making sure the systems and
the procedures, often challenged by tight budgets or a changing political climate, met the mission objectives. These
engineers and scientists work in numerous directorates in various cities across the country to support the International
Space Station Program. The Program office then turns to the Flight Operations Directorate to operate the space station.
When the mission is occurring, it is the people in Mission Control who are on the front line to protect the lives of our
astronauts, also members of our team, while ensuring mission success. We spend much of our time in consultation
with the engineers, trying to anticipate problems in advance so that we are prepared for any eventuality. But when

a problem occurs, things become truly extraordinary. That is when the people of NASA—all of NASA——put aside
personal commitments and differences, roll up their sleeves, and work together nonstop until the issue is resolved. In
fact, the passion of these people makes the job look so easy. The general public does not have a full understanding

of what is involved in either the successful missions or those hit with a serious malfunction. That is why we chose to
write this book. We want the reader to get a glimpse into what we do in our daily lives in Mission Control.

This is an unusual book. Half the chapters are devoted to operations, meaning what we do in real time during a
mission. For the International Space Station, real time is continuous 365 days a year, 24 hours a day. These chapters
will describe different operational aspects of “flight control.” However to get the full context, the remaining chapters
will provide technical descriptions of the primary space station systems. Although not strictly required to understand
the operations, they are intended to provide more information for proper context. Hopefully, these chapters are not too
dense for the reader.

A complete list of specific people to acknowledge, of which there are many, is in the back of this book. However,

this project would not have been possible without the help, support, and full backing of the directors of the Flight
Operations Directorate at Johnson Space Center, Paul Hill and Brian Kelly. Ginger Kerrick was also key in helping

to find the financial support to back the director’s support. I must also thank my wife, Dorothea Lerman, who literally
helped birth the book and provided early editing and feedback. Finally, we must acknowledge all the men and women
who have worked in Mission Control from the first flight director, Christopher Kraft, to today. Literally everything we
do today is based on lessons they learned and techniques they developed.

5 C & 7
Robert C. Dempsey

Flight Director, Flight Operations

Ad Astra Per Aspera
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Introduction

Mission Control

The International Space Station
(ISS)—two-time nominee for the
Nobel Peace Prize, and winner of
the 2009 Collier Trophy—is a space
outpost that is unfamiliar to many
people. Behind this amazing feat

of engineering is not just science
and math but a team of devoted

men and women from around the
world and many walks of life that
have made the ISS a success. These
professionals comprise the Flight
Control Team (FCT) of Flight
Operations. This FCT is the Houston

in such famous phrases as “Houston,
Tranquility base here. The Eagle has
landed,” and “Houston, we’ve had

a problem.” Although astronauts

are the visible front of the space
program, the FCT works around

the clock to ensure the health of

the crew and the smooth operation
of the vehicle. Many a controller
has worked on Christmas, canceled
a holiday, or lain awake at night
worrying about failures or wondering
what might have been missed before
a mission. This passion and attention
to detail has allowed the ISS and the
programs that preceded it—Space
Shuttle, Skylab, and Apollo—to
succeed. These are the people who
step up when things do not go well.

But, as with the hidden magic of a
stage crew on a theatre production,
the FCT is rarely seen or heard.
Most people’s exposure to the
controllers is limited to what they
see on NASA television: a serene-
looking room full of men and
women sitting in front of computer
consoles, showing little difference
between when the crew is asleep

and when a major malfunction has
occurred that threatens the crew,
vehicle, or success of a mission.

One way to tell things are not going
as planned is when a collection of
flight controllers, and potentially
managers, huddle around the console
of the flight director—i.e., the person
responsible for keeping the whole

The completed International Space Station with the Space Shuttle Endeavour on one end and the European Automated Transfer Vehicle on the other, as seen

from the Russian Soyuz vehicle on May 23, 2011.




mission proceeding along. This
perspective provides little insight
into what a controller or the flight
director actually does while “on
console.” Only when the movie
Apollo 13—a film starring Tom
Hanks as Jim Lovell, and one

that NASA shows its newest team
members as part of their training—
was fresh in people’s minds could
NASA point to something and say
to the general public, “See, that is
what we do.”

For the control room to appear so
serene, a great deal of work (some

of it admittedly boring) has preceded
those efforts. The flight director is
always there and takes the operational
lead—from training each controller
to training the crew, while overseeing
the implementation of the plan,
developing procedures, writing rules
to guide the mission as directed by the
ISS Program, and coordinating with
the Engineering team. This includes
the training team itself; i.e., the
clever, if not diabolical, people who
try to find the potholes in the mission
and, more importantly, come up with
failure scenarios that, even if not
probable, get the team thinking about
how to deal with the unexpected. In
fact, this sort of training had prepared
the team to think about using the
lunar module as a lifeboat during the
Apollo 13 mission.

This book will discuss how the
flight directors and their teams make
it all happen. With a foundation
built during Project Mercury, the
focus will be on the ISS and the
unique challenges that the project
has presented over its many years.
Various aspects of operations—

This emblem was originally developed during the Apollo program to recognize
the mission control team’s unique contribution to manned space flight since the
Mercury program.

The sigma (2) represents the total mission team, including flight controllers, instructors,
flight design, mission planning and production specialists, facility development and
support teams. The launch vector and plume represent the dynamic elements of
space, the initial escape from our environment, and the thrust to explore the universe.

The orbiting star symbolizes a permanent human presence in space, conducting
research, developing materials and leading the expanding utilization of the
space environment. A single star is positioned over Houston, the home of the
United States human spaceflight operations. At the top of the emblem, the Moon
and Mars represent NASA's mission to lead the nation’s permanent journey out
of low Earth orbit.

The Mercury, Gemini, Apollo, Skylab, Shuttle and ISS programs are represented in

the legacy ring on the bottom border, commemorating programs for which we have
operated in space. On the upper border is the wording “Res Gesta Per Excellentiam” —
“Achieve through Excellence” — which is the standard for our work. It represents an
individual’s commitment to a belief, to craftsmanship, and to perseverance, qualities
required to continue the exploration of space and the quest for the stars.

The white stars in the background represent the four original principles of the Mission
Operations team: discipline, morale, toughness, and competence.

The comet represents those individuals who have given their lives for space exploration,
while the seventeen blue stars represent our fallen astronauts, to whom the flight
controllers dedicate their commitment to excellence. These symbols serve as a
reminder of the real human cost and risks inherent to space flight and the ultimate
responsibility the Mission Operations team bears in facing those risks.

Figure 1. The current Flight Operations Directorate emblem with an explanation as to its meaning.




from training, to planning a mission,
to executing a spacewalk or, as
happens, responding to a failure—
are discussed in these chapters.
Several chapters also describe the
technical aspects of the systems

to help the reader understand the
challenges faced by the flight director
and his or her team.

The FCT has always consisted of
highly dedicated and proud people,
from NASA’s first flight director,
Christopher Kraft Jr. and his team,
Apollo 13 Flight Director Gene
Kranz, and Shuttle Flight Director

Milt Heflin, to the people who sit

in Mission Control today. Books

by Kraft (2001), Kranz (2000), and
Houston and Heflin (2015) provide
additional details on the early days
of flight control from the beginning
of NASA through the Space Shuttle
era. Those men created the Houston
FCT, making it up as they went but
continually learning to make things
better as ever-more-challenging

and complicated missions were
performed. Two important items that
every flight controller holds dear—
the mission patch and the foundations
of flight control—were developed

in the early days and, as with flight
control itself, have adapted over the
years. These two symbols reflect the
pride and philosophy that has shaped
the teams over the past 50-plus years.

As with the individual teams, mission
operations has its own patch, which
is rich in symbolism and history. As
operations changed, so did the patch.
In 2014, the Flight Crew Operations
Directorate and Missions Operations
Directorate were merged into the
Flight Operations Directorate.
Figures 1 and 2 show the current
patch, its meaning, and its evolution.

Figure 2. As with the FCT, which has proven to be flexible and adaptable over time, the operations patch has also evolved over the years. Artist Robert T.
McCall designed the initial patch in 1973. The Saturn V rocket was moved to the background and a shuttle launch was added to the center of the patch when
that program began. In 2004, Mike Okuda updated the emblem to include the ISS Program, and the number of stars was increased to 17 to represent the

US astronauts whose lives were lost. Program symbols were made more generic to reflect the ever-growing family of crewed missions. When the Astronaut
Office merged with the Flight Operations Directorate in 2014, elements of the astronaut logo (i.e., the three contrails with a circle) were incorporated.

Top row, left to right: 1973, 1983, 1988. Second row, left to right: 2004, 2012, 2014.




The foundations of flight control
were born out of the ashes of failure.
Shortly after the Apollol fire in 1967
that killed three astronauts on the
launch pad, Flight Director Gene
Kranz told his team that henceforth
they would need to be “tough”

and “competent” to ensure such an
accident would not happen again.

“From this day forward, Flight
Control will be known by two words:
“Tough’ and ‘Competent.’ Tough
means we are forever accountable
for what we do or what we fail to do.
We will never again compromise our
responsibilities. Every time we walk
into Mission Control we will know
what we stand for,

“Competent means we will never
take anything for granted. We

will never be found short in our
knowledge and in our skills. Mission
Control will be perfect.”

Gene Kranz (2000)

Out of this grew what is called the
Foundations of Mission Control.
The majority of flight controllers
have this on their wall or desk,

or have committed it to memory.
This is the creed to which the team
literally lives by every second of
the day. The current version is
shown below. This “tough” and
“competent” stance was exhibited
during the Apollo 13 mission
whenever everyone gave their

all to save the crew, and it has
continued. Although Kranz is not
sure whether he ever really uttered
“failure is not an option” during
the mission, it applied then and
has been the mantra repeated
throughout the FCT ever since.

Foundations of Flight Operations

1. To instill within ourselves these
qualities essential to professional
excellence

Discipline...Being able to follow

as well as to lead, knowing that we
must master ourselves before we can
master our task.

Competence...There being no
substitute for total preparation and
complete dedication, for flight will
not tolerate the careless or indifferent.

Confidence...Believing in ourselves
as well as others, knowing that we
must master fear and hesitation before
we can succeed.

Responsibility...Realizing that it
cannot be shifted to others, for it
belongs to each of us; we must
answer for what we do or fail to do.

Toughness...Taking a stand when
we must; and to try again and again,

even if it means following a more
difficult path.

Teamwork...Respecting and using the
abilities of others, realizing

that we work toward a common

goal, for success depends upon the
efforts of all.

Vigilance...Being always attentive to
the dangers of flight; never accepting
success as a substitute for rigor in
everything we do.

2. To always be aware that,
suddenly and unexpectedly, we
may find ourselves in a role where
our performance has ultimate
consequences.

3. To recognize that the greatest error
is not to have tried and failed, but
that, in the trying, we do not give it
our best effort.

The Foundations of Mission Control

NASA is not unique in having a
Mission Control. The others, either
in another country or staffed by a
private company, were inspired by
the Mercury control center built

by Kraft. These control centers share
the same approach and mentalities,
but with the influences of different
cultures. Although the space station
is international in scope, this

book focuses on the US systems.
High-level interfaces are discussed
so that the reader can get a good
understanding of the vehicle and
operations; however, NASA defers
to the experts among its partner
organizations to tell their own
story—e.g., the nice summary of
the European Columbus module in
Uhlig, Nitsch, and Kehr (2010), and
the story of the Automated Transfer
Vehicle by Castel and Novelli (2015).
Each partner has its own control
team, as shown in Table 1. The call
signs are important since the flight
directors and their teams change
personnel throughout the day.

The job of flight control is to ensure
the mission goes as smoothly and
successfully as possible. The whole
purpose of the space station is to
conduct research that cannot be done
on the Earth as well as developing the
capabilities to return to the moon and
go to Mars. NASA’s job is to facilitate
the research getting done, again as
with the stage crew ensuring a theatre
production executes smoothly. This
means ensuring the systems are
working properly, and minimizing

the impact (usually in the form of
available crew time) when systems
encounter problems. Although not



Table 1. All Control Centers that Operate the ISS, or Visiting Vehicles that Support the Space Station The Road to the International

Location Call sign Function Space Station
Houston, Texas Mission Control Center — | United States On-orbit Segment ; ;
Houston (MCC-H) or (USOS) or control of the Boeing A Brief H/story of the IS5
Houston; also MCC-CST | Company’s CST-100 (Starliner) Much has been written about the
crewed vehicle genesis of the ISS and its embryonic
Korolev, Russia Mission Control Center — | Russian Segment form, Space Station Freedom.
Mol\jlcow (NECC'M) However, the story really goes much
or Moscow further back and will not be elaborated
Tsukuba, Japan Tsukuba Japanese Experiment Module on here Considerably more detail
elements and H-Il Transfer Vehicle can be flound in such references as
Oberpfaffenhofen, | Munich?® or Columbus European laboratory module Catchpole (2008). A space station
Germany Control Center :
— = A tormatod Traner - A ormated Traner was always a goal early on at NASA,
oulouse, France utomated Transfer uropean Automated Transfer .
Vehicle Control Center Vehicle cargo vehicle operations especially among the German team,

led by Wernher von Braun, that

[retired from service] .
came to America after World War

St. Hubert, Montreal Remote Multipurpose Support

Canada Room for USOS Robotics Il and developed NASA’S rocket
Dulles, Virginia Mission Control Center — | Orbital ATK “Cygnus” cargo vehicle technology. Lz.md,mg on the moon
Dulles (MCC-D) became the priority once the Kennedy
Hawthorne, Mission Control Center — | Space Exploration Technologies ?dmlnlstratlon perceived it as an area
California SpaceX (MCC-X) Corporation (SpaceX) “Dragon” in the space race that the US could
crew and cargo vehicles win. The Soviets launched various
Huntsville Huntsville Payloads Operations and space stations throughout the 1970s,
Integration Center including the first and culminating
" Even though the control center is located in Korolev, which was kept secret in the days of the in the Mir complex in the .19805'
Soviet Union, it is called Moscow. As soon as the moon landing was
2 Although the control center is located in this small suburb of Munich, the control center is always achieved, NASA scientists, including
referred to as Munich. von Braun, began pushing for a space
3The European Space Agency has various payload support centers around Europe that interface station. The result was Skylab—the
with Munich. first US station. Skylab was a great
start for the US program, but it was
experts in research operations, the complete tasks. Several other books literally assembled from spare parts
FCT needs to understand what discuss utilization in greater detail, out of the canceled Apollo program.
research is being performed, and including a book by Harm & Ruttley .
how it is being performed. For (2012). If the FCT is successful, the ~ During the 1980s, as the Space
example, if an experiment requires ground-breaking research is all the Sh}lttle. Program began to take off,
a microgravity environment as free public hears about, which is the case ~ 9UIt® literally. The push again grew
from perturbations as possible, the for other national laboratories or for the US to create a space station.
operations team needs to ensure outposts such as Los Alamos National T resident Ronald Reagan eventually
thrusters are not firing or that a Laboratory or the Amundsen-Scott approved Space Station Freedom
visiting vehicle is not about to dock.  South Pole Station. in 1984 with an $8 billion budget;
The FCT works closely with the however, the program continued to

fumble as the costs of the project

control centers that lead the research, X
escalated. The design was repeatedly

and strives to maximize its ability to




changed. With costs again projected
to greatly exceed the budget,
President Clinton ordered a rescale
of the platform in 1993 with the
requirement to keep the project under
a $2.1 billion annual cap. As a result,
NASA developed three options that
were called, in true NASA fashion,
options A, B, and C. Option A was
basically a restructuring of the

Space Station Freedom modules.
This option had a crew of about

five that spent 1-month intervals

on orbit. Option B was larger and
could allow two shuttle orbiters to
dock simultaneously. However, it
would only have a human presence
during shuttle missions with the
science payloads operating untended
in between. Although producing a
capable station, this option required
a large number of launches. Finally,
Option C was thrown together

from “spare” parts of the Space
Shuttle Program and Space Station
Freedom Program, including using
the Columbia orbiter as a permanent
module. This would get the program
going quickly and more cheaply,

but it did not really support a good
platform down the road. Option C
was essentially a modern Skylab
option. All three options, however,
did call for a strong international
cooperation, including the European
and Japanese space programs. In fact,
the first two options even included
using Soyuz spacecraft for the crew’s
emergency return vehicles. Option A
was selected and the project was now
called ISS Alpha. The plan called

for the first element to be launched
in 1997, with “assembly complete”
status slated for 2002.

The term Space Transportation System referred to the entire program,
which included the Space Shuttle, the mobile transportation launch pad,
and even the assembly buildings. The Space Shuttle consisted of the
external tank, which contained the liquid propellant, solid rocket boosters,

and winged orbiter that launched like a rocket but landed like an airplane.
The orbiter contained the crew in a pressurized area and an unpressurized
payload bay. The fleet was composed of five orbiters, two of which
(Challenger and Columbia) were destroyed during launch and reentry,
respectively, resulting in the loss of 14 astronauts. Although not strictly
correct, the terms shuttle and orbiter are used interchangeably.

At the same time, the world was
undergoing a marked change. In
particular, 1991 saw the collapse of
the Soviet Union. In late 1993, it
was announced that Russia would

be full partners in the ISS project.
This decision was made as much out
of engineering necessity as political
reality, but it has proven to be a robust
partnership that has enabled the ISS
Program to be a success. However, it
presented some interesting challenges,
which were to be expected when
essentially splicing together two
different space stations. Even basic
infrastructure such as power was
different, as every American traveler
has experienced when trying to plug
an American electrical device into

a foreign socket. Even the planned
orbit around the Earth was adjusted
to accommodate the Russian rockets,
which had less lifting capability than
the Space Shuttle.

Because of this history, the ISS is
separated into two segments—US
and Russian. The United States
On-orbit Segment (USOS) includes

all the non-Russian partners, most
notably the European Space Agency
(ESA) module, the Japanese modules
operated by Japan Aerospace
Exploration Agency (JAXA), and the
Canadian robotic systems operated
jointly between NASA and the
Canadian Space Agency (CSA). The
remainder is the Russian Segment.
Although different countries built

the various modules of the USOS,
NASA integrated them all from the
beginning; therefore, the modules all
have the same look and feel (e.g., use
the same base power standard).

The assembly sequence was laid
out in three phases. Phase one was
to be the learning interval. To make
the project work, Russia and the US
would have to learn how to cooperate
in order to merge two very different
programs. During this interval, US
astronauts would spend time on

the Russian space station Mir, and
several cosmonauts would fly on
the Space Shuttle. Due to the Iran
Nonproliferation Amendments Act
(2005), NASA could not pay for the



astronauts to be housed on Mir as
Russia had done with other countries.
The shuttle would help ferry up
much-needed supplies in exchange
for letting US astronauts gain station
living experience. Simply docking

the American orbiter to the Mir

space station was an engineering and
political feat in itself since neither

the vehicles nor the programs were
designed for such activities. Although
automated supply ships, called
Progress, serviced Mir, their capacity
was nowhere near that of the shuttle.
Seven US astronauts stayed aboard
Mir from 1995 to 1998 for a combined
on-orbit time of more than 30 months.

In the second phase, the ISS would
be constructed up to a minimal set
of components that would make it

a self-supporting scientific outpost.
To help jump-start the program, the
Russians would provide the first two
modules that would anchor the station
by providing living quarters, power,
life support, propulsion (to keep

the station from falling back to the
Earth), and attitude control (to keep
the vehicle in the proper orientation).
This phase ended with the addition
of the US airlock, which provided
redundant extravehicular activity
(EVA), or spacewalk, capability.

At this point, the ISS would consist
of living quarters, docking ports,
propulsion and control modules,
power-generating solar arrays, and
airlocks that allowed for spacewalks
that were critical for repair and
further assembly. This would be a
self-sufficient mini-station.

Phase 3 would see the ISS evolve
to “core complete.” Although more

modules were planned beyond core
completion (e.g., the habitation
module), this phase represented a
truly complete station that would
include three science modules:

the US laboratory, ESA Columbus
astrophysics module, and the
Japanese modules with an External
Exposure Facility. Initially, the ISS
crews consisted of three people.
When the advanced US life support
system was activated in 2009, the
standard crew size increased to six.
The ISS will be able to routinely
support a crew of seven. It is
anticipated the permanent crew will
reach this number upon completion of
the US Commercial Crew Program.

The Program Office, located at
Johnson Space Center in Houston,
Texas, manages the USOS. Run by
the program manager, the Program
Office is responsible for all aspects of
the program under NASA direction.
A number of divisions under the
program manager oversee every
aspect of the vehicle integration and
operations, including engineering
support, software development,
external integration, planning and
safety, and mission assurance. The
chief scientist and the ISS Research
Integration Office are tasked with
maximizing the research, often
referred to as utilization, on the
space station. Also under the ISS
Program Office is Mission Operations
Support. This is performed by the
Flight Operations Directorate and the
flight control team that executes the
real-time operation of the vehicle.
Note that while each international
partner and its FCT is responsible

for its systems, NASA is responsible

for integration and all safety aspects
of the space station. The Space
Shuttle was managed out of a separate
Space Shuttle Program Office.

Getting to Know the International
Space Station

The fully assembled ISS is shown in
Figure 3, with each element indicated.
Although there is no true up, down,
left, or right in space, a system is
required to ensure everyone—crew
and ground—are talking consistently.
Therefore, as with a seagoing ship,
the direction of motion is referred

to as forward, which makes the
opposite end the aft. In Figure 3, the
Pressurized Mating Adapter number
2 (PMA-2) module is at the front of
the station and is generally the nose
pointing in the direction of flight
most of the time. Facing forward
(i.e., sitting on PMA-2 and looking
forward) means the port side is on
the left and starboard is on the right.
Unlike a ship on the water, the ISS

is exposed to additional directions in
space—i.c., up and down. When the
ISS is orbiting forward around the
Earth, the direction pointing down
toward the Earth is called nadir and
the direction away is the zenith. More
details are provided in Chapter 8.

Each module or segment of the

ISS has a functional name such as
Node 2, Laboratory, SO truss, or
Service Module, for example. The
FCT uses these names on all its
operations and clearly indicates the
function of that element. For example,
Node indicates a pressurized module
that serves as a hub for other modules
to be attached. The Integrated Truss




Figure 3. Composite image of

the fully assembled ISS with key
elements noted. (Top) View from

the front-looking aft. (Middle) View
from below (i.e., nadir) looking up at
the ISS. (Bottom) View from above,
looking down on the ISS. Orientation
of the ISS is with respect to normal
attitude, which is discussed further
in Chapter 8. These images were
compiled from dozens of photographs
taken during the fly-around of the
Space Shuttle Endeavour after it
undocked and flew around the ISS
in May 2011 during one of the last
missions to the outpost. This picture
also shows the European Automated
Transfer Vehicle, the Russian
autonomous cargo vehicle Progress,
and the Russian Soyuz spacecraft
that transports the crew to and from
the space station. The components
are defined in Table 2.
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Figure 4. Components of the ISS color coded by contributing country.

Segment is numbered by section and
whether it is located on the port or
starboard side of the ISS. Thus, S4

is the fourth truss segment on the
starboard side, whereas P6 indicates
the sixth element on the port side. To
complicate matters, the P6 solar arrays
were temporarily located on the zenith
side of the ISS in 2000 until P6 was
relocated to its final position in 2007.
Additionally, the S2 and P2 truss
segments were cut from the design
during the transition from Space
Station Freedom; however, the other
truss segments were not renumbered.
These technical names were defined
early in the design and are found in
every technical document used on

the program. Later, countries named
their pressurized modules with more
user-friendly names, which are used
in public discourse. For example, the
Laboratory module is also known as
Destiny and the European Attached
Pressurized Module became the
Columbus module. The technical
names for the segments will be used
throughout this book.

Figure 4 shows a graphic of all the
ISS elements and which country
operates them.

The ISS is the largest vehicle ever
flown in space. Figure 5 compares the
assembled station to a football field
for scale.

Assembly Sequence

Since the ISS was too big to launch
on any one rocket, it was constructed
through 31 missions and, in fact,

is still growing. The assembly
sequence underwent many changes
during development and execution.
Sometimes, changes were dictated by
delays. For example, when the next
module was not quite ready to install,
a logistics flight might have been
added to take up crew supplies or
smaller pieces of hardware. In another
case, the launches of the Japanese and
European modules were accelerated
to ensure their installation on the ISS
prior to the Space Shuttle retirement.




Figure 5. Size comparison of the ISS to a US football field. The following statistics provide additional information to offer a sense of scale.

e Size: 51 m (167.3 ft) from front to back (PMA2 to Service Module) and 109 m (375.5 ft) from one tip of the truss to the other. That is equivalent
to the length of an American football field including the end zones (a football field measures 110 m [360 fi] in length). The ISS is almost four times
as large as the Russian space station Mir and about five times as large as Skylab, the first US space station.

e Power Generation: Eight solar arrays on the US Segment are capable of producing a total of 84 kilowatts of solar power. The solar array wingspan
(73 m [240 ft]) is longer than that of a Boeing 777-200/300 model, which is 65 m (212 ft). The total ISS solar array surface area is nearly 4,050 m?
(1 acre) in size. Thirteen km (8 miles) of wire connect the electrical power system.

e Mass: 419,400 kg (924,700 Ibs), the equivalent of more than 320 automobiles.

e Pressurized Volume: 916 m® (32,333 ft°), or equal to that of a Boeing 747.

e Habitable Volume: 388 m?® (13,696 ft°), roughly the same living space as a 158 m? (1,700 ft?) house that has 2.5 m (8 ft) walls.

During the assembly phase, some
missions were purely logistical

in nature, bringing up equipment,
supplies for the crew (e.g., food and
water), or research payloads. Russia
transports supplies to the ISS using
its unmanned autonomous Progress
vehicle. On 12 shuttle flights, the
orbiter transported temporary
Multi-Purpose Logistics Modules
(MPLMs) containing approximately
4,500 kg (~10,000 lbs) of materials.
The MPLM would ride up in the cargo
bay of the Space Shuttle. After the
shuttle docked, the robotic arm would
take the MPLM out of the cargo

hold and berth it to the ISS where

the astronauts could then exchange
cargo. Before the shuttle left, the
MPLM would be stowed in the cargo
bay. It was later realized it would be
of significant benefit to leave one of
the MPLMs permanently on the ISS.
One MPLM, nicknamed Leonardo,
was retrofitted with additional debris
shielding for a continuous life in
space. Conceptually designed to act as
a storage closet for the ISS, Leonardo
was renamed as the Permanent
Multipurpose Module (PMM) and
installed on the space station in 2011.
NASA and the international partners
also had their own autonomous cargo
vehicles. These included the ESA

Automated Transfer Vehicle, the
Japanese H-II Transfer Vehicle, and
the American commercial vehicles
Dragon and Cygnus.

Later, when the ISS Program needed
to ensure two berthing ports for cargo
vehicles and two docking ports of the
new US crewed vehicles, the PMM
was moved from its position on the
nadir side of Node 1 to the forward
side of Node 3 in 2015. In 2016,

the Bigelow Expandable Activity
Module was installed on the aft side
of the Node 3 module as part of a
demonstration of such technologies.
Several other modules are planned for
the Russian Segment.



Each assembly mission flown by

the Space Shuttle generally had two
designations. First was the mission
designation. For shuttle flights, this
would be the Space Transportation
System (STS) number such as
STS-88, which indicated the 88th
shuttle mission. Every ISS assembly
mission would then have an assembly
identification consisting of the
numerical position in the planned
sequence followed by the country of
origin. US missions were denoted
with an “A,” whereas “R” indicated
Russian launches. Thus, the first

US assembly mission is commonly
noted as STS-88/ISS-2A, indicating
it was the second American flight.
One exception was the launch of

the Functional Cargo Block, which
was funded by the US but built,
launched, and operated by Russia.
This mission was designated 1 A/R,
where the “A/R” indicates the joint
nature of it. Sometimes, flights were
added to the original plan. These were
denoted by a decimal number such

as 12A.1. When the order of flights
were changed, as happened following
the Columbia accident, the sequence
was not renumbered. For example,
flight 10A was moved after 13A.1.
Table 2 lists all the assembly missions
through 2016, plus several planned
ones for future Russian modules.
Note that assembly also required a
number of EVAs. Those that occurred
during a shuttle mission where simply
numbered 1, 2, 3, etc. during that
mission. Stage EVAs—those that
occurred outside of shuttle flights—
were numbered sequentially (1, 2, 3,
etc.), with the prefix of R or US for
Russian or USOS, respectively. As

of 2017, there had been more than

80 USOS and Russian Segment EVAs
to assemble and maintain the space
station. More details can be found in
Chapters 17 through 19.

Crews (which generally consist

of three people) to the ISS are

called expeditions, and are also
known as increments. Since the

first, Expedition 1, was launched

to the ISS in 2000, the station has
been continuously inhabited. The
first crew flew to the ISS on board

a Soyuz but came home on the
Space Shuttle Discovery, which also
delivered the second expedition crew
to the ISS on STS-102/ISS-5A.1.
During early ISS operations, most
increment crews flew to and from
the ISS on shuttle flights as shuttle-
rotating expedition crew members,
or “ShRECs.” Separate crews visited
the ISS to rotate the Soyuz rescue
vehicles when they reached their
6-month on-orbit expiration date.
After the loss of Columbia orbiter
and her crew in 2003, Increments

7 through 10 consisted of only two
crew members—one Russian and
one American—who flew to and
from the ISS on the Russian Soyuz.
Since then, most crew members have
flown on the Soyuz. In 2009, the ISS
was sufficiently mature to support
six crew members permanently.
Until the Commercial Crew Program
provides crew rotation services, all
crews rotate to and from the ISS in
the three-crew Soyuz. The Soyuz
stays docked at the Russian Segment
for the duration of the expedition in
case an emergency forces the crew to
evacuate. Half of the expedition crew
members are Russian cosmonauts and
the other half are made up of NASA
and international partner astronauts,

whereas the position of commander

is rotated between the cosmonauts
and astronauts. Crews consist of
personnel from multiple countries and
were selected, especially in the early
days, to ensure that there would be at
least one American and one Russian
on the ISS at all times. Astronauts
from ESA, CSA, and JAXA now
routinely fly to the outpost and have
also served as commanders. The
other crew members on an expedition
are referred to as flight engineers,
designated generically as FE 1,

FE 2, etc. These designations are used
so that generic planning can occur
even prior to a crew being selected

or if crew members are swapped for
whatever reason.

The ISS changed considerably, and
sometimes dramatically, through the
construction phase of the assembly
process. Operational products such

as flight rules (described below) and
procedures executed by the crew or
ground differed as well, depending
on hardware and software capabilities
or available modules that changed
after a given shuttle assembly
mission. Thus, the increment was
also subdivided into stages, one

stage beginning at the launch of a
shuttle flight and lasting until the next
launch. All operations products such
as procedures referenced this stage.

A list of all the assembly missions

is found in Table 2. Generally,
construction occurred by attaching
new modules and segments of the
truss. However, modules or structures
sometimes had to be moved from

a temporary position to a final
installation location. For example,

P6 was the first set of USOS solar




Table 2. Listing of all Flights Assembling the ISS

ISS Launch Date Element Public Name, Launch
Assembly if applicable (English | Vehicle ID
ID Translation)
1A/R November 20, 1998 Functional Cargo Block (FGB in Russian) Zarya (“Dawn” as in Proton
dawning, new)

2A December 4, 1998 Node-1, PMA-1, and PMA-2 Unity (Node-1) STS-88
2A1 May 27, 1999 Integrated Cargo Carrier (ICC) for supplies STS-96
2A.2a May 19, 2000 ICC for supplies STS-101
iR July 12, 2000 Service Module Zvezda (“Star”) Proton
2A.2b September 8, 2000 ICC for supplies STS-106
3A October 11, 2000 Z1 Truss and PMA-3 STS-92
4A November 30, 2000 P6 Truss STS-97
5A February 7, 2001 US Laboratory Destiny STS-98
5A1 March 8, 2001 MPLM External Stowage Platform (ESP)-1 Leonardo STS-102
6A April 19, 2001 MPLM Raffaello STS-100

Canadarm2
7A July 12, 2001 USOS Joint Airlock Quest STS-104
7AA1 August 10, 2001 MPLM Leonardo STS-105
4R September 15, 2001 | RS Docking Compartment-1 (DC-1) & Airlock Pirs (“Pier”) Soyuz-U/Progress
UF-1 December 5, 2001 MPLM Raffaello STS-108
8A April 8, 2002 SO0 Truss, Mobile Transporter STS-110
UF-2 June 5, 2002 MPLM Leonardo STS-111

Mobile remote servicer Base System (MBS)
9A October 7, 2002 S1 Truss STS-112
11A November 23, 2002 P1 Truss STS-113
LF-1 July 26, 2005 MPLM Raffaello STS-114

MPLM ESP-2
ULF-11 July 4, 2006 MPLM Leonardo STS-121
12A September 9, 2006 P3/P4 Truss STS-115
12AA1 December 9, 2006 P5 Truss STS-116
13A June 8, 2007 S3/S4 Truss STS-117
13A.1 August 8, 2007 S5 Truss and MPLM ESP -3 STS-118
10A October 23, 2007 Node 2 Harmony STS-120
1E February 7, 2008 European Laboratory Columbus STS-122
1J/A March 11, 2008 Special Purpose Dextrous Manipulator STS-123

(or Dextre)

Japanese Experiment Logistics Module

Pressurized Section (also known as the

Japanese Experiment Logistics Module -

Pressurized Section)
1J May 31, 2008 Japanese Pressurized Module Kibo (“Hope”) STS-124

(Japanese Experiment Module [JEM]-PM)

JEM Robotic Arm (JEM-RMS)

(continued next page)



Table 2. (continued)

ISS Launch Date Element Public Name, Launch
Assembly if applicable (English | Vehicle ID
ID Translation)
ULF-2 November 14, 2008 MPLM Leonardo STS-126
15A March 15, 2009 S6 Truss STS-119
2J/A July 15, 2009 Japanese Exposed Facility (JEM-EF) STS-127
17A August 28, 2009 MPLM Leonardo STS-128
5R November 10, 2009 Mini Research Module-2 (MRM-2) Poisk (“Explore”) Soyuz-U/Progress
ULF-3 November 16, 2009 Expedite the Processing of Experiments STS-129
to the Space Station (EXPRESS)
External Logistics Carriers (ELC 1 & 2)
20A February 8, 2010 Node-3 and Cupola Tranquility (Node-3) STS-130
19A April 5, 2010 MPLM Leonardo STS-131
ULF-4 May 14, 2010 MRM-1 Rassvet (“Dawn” asin | STS-132
daybreak)
ULF-5 February 24, 2011 PMM (was Leonardo) ELC-4 STS-133
ULF-6 May 16, 2011 Alpha Magnetic Spectrometer and STS-134
EXPRESS Logistics Carrier 3
ULF-7 July 8, 2011 MPLM Raffaello STS-135
Commercial | April 8, 2016 Bigelow Expandable Activity Module SpaceX
Resupply Falcon 9
Services-8
3R August 2018 Multipurpose Laboratory Module with Nauka (“Science”) Proton
(scheduled) European Robotic Arm
6R 2018 (scheduled) Node Module TBD Soyuz
TBD TBD Science-Power Module TBD TBD

arrays launched in 2000 (Chapter 9).
These arrays provided power for

the core systems in the early phase

of the ISS. Since the truss was not

yet completed, and to ensure that
dynamic forces such as atmospheric
drag worked uniformly on the ISS,
the P6 was attached to the Z1 segment
at the center of the structure. Later,
when the truss had been extended, the
arrays were retracted, P6 relocated

to the end of the main truss, and the
solar arrays were redeployed (see also
Chapters 9 and 18). The Pressurized

Mating Adapters (PMAs) numbers 2
and 3 that serve as docking ports
have been moved multiple times.
The Node 2 module was delivered to
the space station on a shuttle flight
and was initially installed on the port
side of Node | because the orbiter
was docked at the final installation
location of Node 2 (PMA-2). After
the orbiter undocked, PMA-2 was
moved to the end of Node 2. The
Node 2 plus PMA-2 combination
was then moved from its temporary
position on Node 1 to its final location

at the front of the Laboratory module
via the robotic arm (Chapter 15)
before the next shuttle mission.
Subsequent shuttle missions docked
to the PMA that attached to Node 2
on the “front” of the space station.
PMA-3 was moved to the Zenith port
on Node-2 in March 2017 to support
a second commercial crew docking
port. An excellent video that shows
the full assembly sequence, including
this complicated dance, can be

found at: https://archive.org/details/
1SSAssemblyAnimation-2011.



https://archive.org/details/ISSAssemblyAnimation-2011
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Figure 6. An example of a standard rack being installed in the Japanese Experiment Module. The rack is partially rotated into place on its pivot points

(Chapter 3) while an astronaut works on connections behind it. To the right of the image is a fully installed rack.

Standardized racks are fundamental
components of the ISS (Figure 6).
These racks are carried up in US
and Japanese cargo vehicles and
transferred to the ISS where they fit
into contoured rack bays. Some bays
are outfitted with power, computer,
cooling, vacuum, or ventilation
systems. In this fashion, equipment
can be taken to or returned from the
ISS. Many of the core racks contain
vital hardware such as computers
and pumps, but research payloads
are also supported in this fashion.
Thus, for example, a rack to study
combustion in space is installed into

a bay. With a few quick connections
for power, computer interface,
cooling, and vacuum ducts, it is
ready to conduct ground-breaking
research either with the astronauts’
support or remotely from the ground.
When its research is complete, the
rack can be returned to Earth to be
fitted with a new experiment. With
the retirement of the Space Shuttle,
several vehicles can transport racks
to the ISS, but only one can return
them to the Earth (Chapter 14).

Another level of modularity on the
ISS is that almost all hardware can be
replaced. Wherever possible, systems

consist of Orbital Replacement Units
(ORUs). The ORU is designed so that
if it fails—or, as happens in some
cases, is upgraded—the astronauts
can take out the old one and put in
the new unit. This may sound obvious
when designing anything, let alone

a multibillion-dollar space vehicle;
however, it adds complexity and is

a trade against cost and engineering
challenges. For example, take a pump
that moves cooling fluid around. The
pump contains many elements such
as electronics, motors, and valves, so
there is always a chance that some
component may fail. However, the



pump cannot simply be pulled out
because the cooling fluid will go
everywhere. Therefore, valves that
can be closed off to isolate the pump
from the fluid must be installed.
These extra valves add cost and
weight, and require software to
control them. Since valves can fail,
they too must be replaceable. ORUs
exist on the inside or outside of the
ISS. External ORUs are usually
stored on External Stowage Platforms
(ESPs) or Expedite the Processing
of Experiments to the Space Station
(EXPRESS) Logistical Carriers that
are mounted on the truss of the ISS.

The Team Behind The Curtain

Flight control has been a key part
of spaceflight since the first rockets
left the Earth’s gravity. In fact, the
roots of flight control go back to
aircraft tests that were conducted
before the space age, such as the
breaking of the sound barrier by
Chuck Yeager in 1948, or the ultra-
high altitude balloon flights of the
1950s (Ryan, 2003). Christopher
Columbus Kraft Jr. adapted existing
flight control processes for operating
NASA'’s crewed spacecraft in the
beginning days of Project Mercury
in the early 1960s (Kraft 2001).
Additional historical details may

be found in Herd, Dempsey, and
van Leeuwen (2013).

The FCT is a rather large group of
console operators, support personnel,
and systems engineers. A clear
hierarchy starts at the flight director’s
console. While on console, “Flight”
leads all the real-time operations.

In reality, there are layers above
Flight including the ISS Mission

LEAD ROLE HANDOVER.

and in planning issues.

FLIGHT DIRECTOR AUTHORITY

A. THE MISSION CONTROL CENTER HOUSTON (MCC-H) FLIGHT
DIRECTOR OR THE MISSION CONTROL CENTER MOSCOW (MCC-M)
FLIGHT DIRECTOR WILL BE IN CHARGE OF EXECUTION OF
REAL-TIME STATION OPERATIONS AT ALL TIMES AS THE LEAD
FLIGHT DIRECTOR. REFERENCE FLIGHT RULE {B1-10},

The ISS crew and flight control teams must have a clear understanding
at all times of who is directing the real-time station operations.

B. THE MISSION CONTROL CENTER-HOUSTON (MCC-H) FLIGHT
DIRECTOR HAS INTEGRATION RESPONSIBILITY OF THE ON-
ORBIT OPS SUMMARY (0O0S), THE OOS UPDATES, SHORT TERM
PLANS (STP’S), ONBOARD STP’S (OSTP’S) (IF DIFFERENT FROM
THE STP’S), AND THE EXECUTE PACKAGES, SUMMARY PLANS,
WEEKLY PLANS, AND DAILY PLANS (IF DIFFERENT FROM THE
WEEKLY PLANS), AND OVERSIGHT OF REAL TIME OPERATIONS
CONSISTENT WITH RULE {B1-9}, MCC RESPONSIBILITY

MCC-H and MCC-M will be involved at all stages of ISS assembly and
operation. The lead MCC Flight Director will always work to forge a
consensus among all partner control teams both when working real time

Figure 7. A sample of a flight rule, in this case showing the authority of the flight director between

the Mission Control Centers in Houston and Moscow.

Management Team (IMMT), which
is controlled by the Program Office.
Technically, the ISS Program Office
owns the space station and its
operation is delegated to the FCT in
the Flight Operations Division. The
head of the ISS Program manages the
mission requirements and objectives
as well as the vehicle constraints. The
head of the ISS Program Office, or
his or her delegate, chairs the IMMT.

Before a mission or activity, the FCT
will write flight rules and a mission
plan based on these objectives and
constraints. Flight rules are pre-
planned decisions and agreements

that have been approved by the
program. They are used to guide the
FCT when time is of the essence.

An example is shown in Figure 7.
The mission plan is not only a
timeline, it is a schedule of constraints
(e.g., activity B is dependent upon the
successful completion of activity A).
When things go well, the team follows
the rules, procedures, and timeline.
Where possible, likely failures are
anticipated and some level of products
dealing with those cases are also
created. If something goes wrong, or
off-nominal, the flight director will
determine whether the preapproved




Qeosa

Figure 8. The main control room, FCR-1, in NASA's Mission Control Center in Houston, Texas. Flight Director Robert Dempsey (standing) leads the team as
the Space Shuttle Endeavour approaches the ISS (two far-left video screens). The center screen projects a map of the Earth and the trajectory of the ISS as it
orbits (top portion of screen), as well its orientation (bottom two panels of the screen). The right screen displays a history of all ground commands to the ISS
as well as the status of any alarms on the ISS. Clocks for various activities are in amber along the top of the screens.

rules cover the situation and, if not,
consult the IMMT, time permitting.
Otherwise, he or she will act to ensure
the safety of the crew and the vehicle.

The structure of the flight control
room around the world, whether

for probes, satellites, or missions

with astronauts, is pretty much the
same and has changed little over the
decades. The flight director directly
interfaces with, and oversees, the team
in the Flight Control Room (FCR),
pronounced “ficker” (Figure 8). This is
the room normally seen on television
during missions. The ISS flight
controllers sit in FCR-1, whereas the
Space Shuttle operators sat in the
White FCR. Simulation training is

conducted in different control rooms.
The front of the FCR usually contains
large screen displays—video, Earth
map, clocks—that the entire team uses
to maintain “situational awareness”
during the mission. An important
situational awareness display showing
malfunctions on the spacecraft is often
displayed in the front of the room, as
well. For the ISS, this is called the
Caution and Warning Summary (see
also Chapter 5). Various consoles

that are specialized on a subset of
spacecraft systems dot the room. Six
systems—power, computer control,
communication, attitude control,
thermal control, and life support—
make up the core systems, which

are required to keep the vehicle

and crew alive. Additional consoles
support specific tasks such as robotics,
spacewalks, and timeline planning.
The FCR operators may be supported
by one or more additional operators

in other areas of Mission Control,
commonly called backrooms or
formally referred to as a Multipurpose
Support Room, pronounced “mipser.”
Unlike other industries such as nuclear
power plants, an operator is not
assigned to monitor safety in real time,
as the flight rules and training builds
that function into the operations. Each
system has its own call sign and logo,
developed and displayed with a great
deal of pride (see Table 3). Not listed



Table 3. ISS Flight Control Positions during the Evolution of the ISS. The first column lists the system, whereas the second indicates the call sign of the

person who operated the listed system during the assembly phase. Backroom support is listed in column three along with the call signs. During the assembly

sequence, several positions were merged into two Gemini positions during some shifts; these positions and their call signs are listed in the 4th column.
The name Gemini was chosen since the core systems were merged into two positions. After the assembly of the ISS was complete, several positions were
permanently combined as shown in the last column. Generally, these positions do not use backroom support, or do so only during special mission activities.

Determination and
Control Officer
(ADCO)

Command & Data
Handling

Onboard Data
Interfaces and
Network (ODIN)

Resource Avionics Engineer
(RAVEN)

and Attitude Navigation (TITAN)

Position Name Backroom Support (or Gemini Phase Name Current Name
(call sign) Multipurpose Support Room) | (call sign) (call sign)
Motion Control Attitude HAWKItt Telemetry Information Transfer Attitude

Determination and
Control Officer (ADCO)

Communications Rf
Onboard Network
Utilization Specialist

Environmental
and Life Support
Systems

Environmental
Control and Life
Support Systems
(ECLSS)

Atmosphere/Consumables
Engineer (ACE)

Thermal Control
Systems

Thermal Operations
and Resources
(THOR)

Thermal Control (TCON)

Communications | Communications STAtion Radio frequency (Rf) (CRONUS)
and Tracking and Tracking Communications (STARCOM)
Officer (CATO) Assembly Video Engineer
(AVENGER)
Electrical Power Power, Heating, PHALCON: Power Resource Atmosphere Lighting Articulation Station Power,
Systems Articulation, Officer (PRO) Specialist (ATLAS) ARticulation,
Lighting Control SPARTAN: Station Power Thermal ANalysist
(PHALCON) Operations Controller (SPOC) (SPARTAN)

Environmental and
Thermal Operating
Systemst (ETHOS)

(Ops Planner)

Resource Planning Engineer (RPE)
Orbital Communications Adapter
(OCA)

Structures and Operations Support | OSO Support Operations Support
Mechanisms Officer (OSO) Officer (OSO)
Planning Operations Planner | Long Range Planner (LRP) Operations Planner (Ops Planner) | Operations Planner

(Ops Planner)

Flight Director

Flight Director

Flight Director (FLIGHT)

Flight Director

(FLIGHT) (FLIGHT)
Spacecraft Capsule Capsule Communicator Capsule
Communicator Communicator (CAPCOM) Communicator

(CAPCOM) (CAPCOM)

International
Partners Liaison

Remote* Interface
Officer (RIO)

Houston Support Group (HSG)
Columbus Support Group (CSG)
SSIPC Support Group (SSG)

Houston Support Group (HSG)
Columbus Support Group (CSG)
SSIPC Support Group (SSG)

Remote* Interface
Officer (RIO)

On-board PLug-in-plan and PLUTO Support (PLUTO Support) | PLUTO Support (PLUTO Support) | Plug-in-Plan and

computer UTilization Officer Utilization Officer

networks (PLUTO) (PLUTO)

Medical support | BioMedical Crew Health Care System Crew Health Care System BioMedical Engineer
Engineer (BME) Hardware (CHeCS) Hardware (CHeCS) (BME)

Surgeon Surgeon Surgeon (SURGEON) Surgeon (SURGEON)
(SURGEON)

Ground Systems
and Networks

Ground Controller
(GC)

Numerous support positions
such voice, command and
communications systems

Ground Controller (GC)

Ground Controller
(GC)

Trajectory and
Tracking

Trajectory
OPerations Officer
(TOPO)

Trajectory OPerations Officer
(TOPO)

Trajector OPerations
Officer (TOPO)

Pointing position

Pointing Officer

Pointing Officer (Pointing)

Pointing Officer

of the ISS (Pointing) (Pointing)
Stowage tracking | Cargo Integration Integrated Stowage Officer (ISO) Integrated Stowage
Officer (CIO) Officer (ISO)
(continued next page)



Table 3. (continuead)

Task-Specific Positions

Robotics

Robotics Officer (ROBO)

Mobile Servicing System -
Systems (Systems)

Mobile Servicing System -
Task (Task)

Robotics Officer (ROBO)

Spacewalks

Extravehicular Activity (EVA)

Systems (EVA Systems)
Tasks (EVA Tasks)
Extravehicular Mobility Unit (EMU)

EVA

Visiting Vehicles

Visiting Vehicles Officer (VVO)

Automated Rendezvous Officer
(ARO)

Visiting Vehicle Dynamics

(VV DYN)

Visiting Vehicles Officer (VVO)

Integration for
Visiting Vehicles

Integration and Systems
Engineer (ISE)

Integration and Systems
Engineer (ISE)

* Initially Russian Interface Officer until additional partners added when it was changed to Remote Interface Officer.
1 SPARTAN operates the external thermal systems and ETHOS controls the internal.

11 The origin of this name is less straightforward than the other positions. The letters do not spell out words; they are actually
standard mathematical symbols: Momentum (H), Attitude (A), Angular Rate (w), Kinetic Energy (K), Moment of Inertia (I)

in Table 3, but still an important part
of the team, is the payload operations
director who is the flight director
equivalent for the science operations
that are run out of the Payload
Operations Integration Control Center
in Huntsville, Alabama.

The FCT has evolved over the

life of the ISS. Between the first
element launch (1998) and the first
crew (Expedition 1) taking up a
permanent residence in 2000, the
FCT only worked one 9-hour shift

a day, Monday-Friday, to check

on the systems, as limited as they
were. Outside of this window, the
station duty officer and flight director
monitored the systems, calling in the
full team when needed to support

a major dynamic activity or to deal
with an anomaly. With astronauts
and cosmonauts on board beginning
in 2000, the core team supported
24/7, 365 days a year. Two Gemini
officers monitored the six core

systems to relieve burnout of the team
during quiet times, typically during
crew sleep or off-duty weekends.

All consoles and the Multipurpose
Support Room were staffed during
major events such as shuttle missions
or spacewalks. After assembly was
completed, it was possible to reduce
the number of flight controllers

since systems were now fully mature
and configurations changed less
frequently. Several disciplines were
merged in 2010, and most positions

do not have backroom support, except
for major activities. On the weekends
or when the crew is asleep, non-core
systems personnel can go home,
albeit staying on-call for problems.
Flight and ground control are always
on console.

Flight controllers communicate
with each other via voice loops.
Although the control room always
appears serene and peaceful, chaos
is generally reigning in the ear of
an operator. Each operator wears

The Blue FCR was the original control room for the ISS. Before the ISS, this
control room was the Special Vehicle Operations room from which single

mission projects, such as the Hubble Space Telescope servicing flights or
specific payload launches, would be operated. Later, the ISS team moved
into the FCR-1, which was the original FCR built at Houston’s Mission
Control Center in 1965. Apollo 7, Apollo-Soyuz Test Project, Skylab, some
Space Shuttle missions, and the ISS have all been operated from FCR-1.




a headset that is plugged into an
audio display panel. There are
approximately 20 audio conference
channels or “loops” on a given
display, and 10 displays to choose
from. Using the display, the controller
can select which loops to listen to
and which one loop on which to

talk. Four loops are reserved as the
primary channels for the astronauts
and ground to communicate. These
are designated as Space-to-Ground

1, 2, 3, and 4. Additional channels are
described in Chapter 13. One of the
first skills a controller needs to master
is the ability to listen to multiple
conversations simultaneously, picking
out the things that affect him or her
directly, hold conversations above

the cacophony, and stop everything
instantly when there is a call on the
space-to-ground loops from the crew.
To facilitate this process, the FCT
uses codes and special phrases to
keep discussions concise and crisp,

as described in Chapter 10.

Staffed by NASA and contractor
engineers (primarily from the Boeing
Company), the Mission Evaluation
Room (MER) also supports
operations. As the primary contractor
of the ISS since the early days of the
program, the Boeing Company and
its subcontractors designed and built
the majority of the US ISS hardware.
These MER personnel retain and
manage valuable design specifications,
manufacturing documentation, and
general system knowledge that is
highly beneficial for the operation

of the space station. The MER
supports the operations team with a
structure similar to that of the FCT
(i.e., a Command and Data Handling

subject matter expert that supports
the Communications Rf Onboard
Network Utilization Specialist flight
controller). Each MER discipline
has its own call sign and set of loops
to communicate among themselves
or the FCT. As with the controllers,
the MER team has a leader called
the MER manager, which is similar
to the flight director. The MER
manager is consulted if a question
comes up during operations, such as
how something worked in testing or
how the software might respond in a
particular configuration. If the MER
does not have the information on
hand, he or she will consult with the
vast Boeing organization to collect
and provide the data. Generally, the
MER is staffed only between the hours
0f 9:00 a.m. - 5:00 p.m., Monday-
Friday, but is supported around the
clock during major activities or if an
anomaly occurs. In the event of an
anomaly, it is the MER’s function to
gather data, ascertain the problem,
and devise a fix. These activities are
coordinated with the FCT throughout
such investigations.

As owners of the ISS, the Program
Office also has a team that supports
operations on a regular basis. This
team, the ISS Management Console,
provides coordination with the
program management, including
keeping them apprised of all
activities, successful or not, as well
as coordinating with the management
teams of the other partners.

Finally, representatives from the
international partners maintain some
presence in the Mission Control
Center-Houston, mainly to help with

the integration of the operations from
day to day. Most notable among

the partners presence is that of the
Russians, who maintain a small team
of flight controllers, trainers, and a
flight director as part of what is called
the Moscow Support Group. Besides
performing coordination tasks,

the group can operate the Russian
Segment in the event of a significant
problem with the control center near
Moscow. Likewise, NASA maintains
a small team in Russia known as

the Houston Support Group. NASA
and the international partners also
exchange support group personnel,
though sometimes only during critical
mission phases.

Flight control is different for the

ISS than it was for the shuttle and
earlier spacecraft. In the case of the
Space Shuttle, the astronauts were
responsible for most operations,

and the ground followed along.
Almost all commands to the vehicle
were “switch throws” or other
similar operations by the crew. In
contrast, the vast majority of the ISS
commands are sent from the ground.
This allows the crew to focus more
on the science payloads and less on
vehicle operations. A typical day
during a shuttle mission saw the FCT
uplink less than 500 commands. The
collective station FCTs, located all
around the world, routinely send
50,000 commands per day to the ISS.

It takes several years to become a
certified flight controller (see also
Chapter 10). Although, generally, the
team is made up of engineers—and
positions and degrees are highly
correlated (e.g., an electrical engineer
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Figure 9. Control centers that affect the ISS around the world.

supports the power systems /Attps.//
www.nasa.gov/sites/default/files/
atoms/files/np-2015-05-022-jsc-iss-
guide-2015-update-111015-508c¢.pdyf,
a computer scientist might support the
computer systems)—it is not strictly
required. Math and English majors
and even astronomers have been,

and still are, flight controllers. Initial
training provides every new person
with general knowledge of spaceflight
operations, the vehicle, visiting
spacecraft, the NASA organization,
how to work with international
partners, and even how to conduct
meetings. Training involves
completing computer-based training,
reading manuals and instruction
books, and attending classroom
lessons. Eventually, the student

supports simulations where the
operations of the ISS are reproduced
by computers and significant failures
can be experienced by the team.
Training in general and simulations
specifically are described in more
detail in Chapter 10. Once certified,
flight controllers, instructors, and
flight directors all must continue to
perform proficiency training and
evaluation to ensure they remain

at peak performance levels. Flight
directors are generally selected from
seasoned flight controllers. As of
2017, 91 individuals have become
certified NASA flight directors.

Similar structures, room layouts,
training, and operations occur in
the various control centers around

the world that manage the ISS
(Figure 9). See also Herd, Dempsey,
& Leeuwen. (2013). Joint training
between the various control centers
is performed for specific mission
activities (e.g., activating the
Columbus module, docking the
European cargo vehicle). Pictures of
the different control centers can be
found in Attps://www.nasa.gov/sites/
default/files/atoms/files/np-2015-
05-022-jsc-iss-guide-2015-update-
111015-508c.pdf. The control rooms
of the CSA Space Operations Support
Center (see also Chapter 15) and

the Payload Operations Integration
Center are shown in Figure 10. The
American visiting vehicle control
centers are displayed in Chapter 14.



https://www.nasa.gov/sites/default/files/atoms/files/np-2015-05-022-jsc-iss-guide-2015-update-111015-508c.pdf
https://www.nasa.gov/sites/default/files/atoms/files/np-2015-05-022-jsc-iss-guide-2015-update-111015-508c.pdf

Figure 10. Other key USOS control centers. The top image is of the CSA Space Operations Support Center in St. Hubert, Quebec, which supports robotics
operations. The bottom image is of the Payload Operations Integration Center in Huntsville, Alabama.

Image Courtesy of the Canadian Space Agency




Naming Conventions

Flight controllers and their flight
director can hold whole conversations
awash in acronyms or “NASA speak.”
Throughout the book, we have tried
to use as few acronyms as possible.
Unfortunately, it is not possible

to tell the story of the ISS without
referencing many of the common
terms. This will be explained, when
used. A complete list can be found in
the Appendix.

Another challenge with this topic is
that it is international. Under NASA
integration, all operations on the
USOS are conducted in English.

All procedures, labels, and even
discussions with the astronauts

use English. An exception to this

rule are the Russians. All of their
systems, flight control operations,
and cosmonauts use Russian and, of
course, the Cyrillic alphabet. Critical
systems or emergency procedures are
marked in both. The US FCT needs to
be versed to some extent in Russian,
since it is used when communicating
with their counterparts. Thus,
everything on the Russian Segment
may have a Russian name, a Cyrillic
acronym, an English transliteration,
and an English acronym. Brackets
are placed around the letters to
indicate a transliteration from regular
English acronym. For example, the
central computer on the Russian

Segment (Table 4), which is shown
in Chapter 3, interfaces with the main
computer on the USOS. This book
will use the English acronym.

Book Layout

This book is comprised of two types
of chapters. Ten chapters provide

an overview of the key systems on
the ISS. These are the computer,
communications, thermal control,
life support, power, structures, and
motion control systems. Each one
of these is critical to supporting

the crew and the other systems

so that the ISS can continue to
operate. Additional technical detail
can be found in Chamitoff and
Vadali (2018). Although one would
not consider them core systems,

the planning, robotics, and EVA
(i.e., spacewalking) functions are
extremely critical to the construction
and operation of the space station.
These systems are therefore included
in the technical chapters. These
chapters provide the foundations

for the remaining “Day in the Life”
chapters, which detail the operations
of the ISS by the FCT.

Each Day in the Life chapter
focuses on a theme in the area of
operations. The themes will cover
the routine operations of the space
station—though it might be argued
that nothing is routine in space—

Table 4. Example of Russian-English Acronym Reference

and the unusual or contingency
operations. Change supported by
flexibility and adaptability make up
the reality of operating a complex
vehicle in space. Chapter 2 describes
the day-to-day life during the time
an increment crew is on the ISS,
whereas Chapter 4, The Making of
a Mission, describes the process of
putting together and executing major
missions using a shuttle assembly
flight for illustration. A specific
example of change is discussed

in “Brain Transplants” of the ISS
(Chapter 6) where, as with terrestrial
desktops, laptops, and smartphones,
the software that is operating the
vehicle is completely updated.
Low-Earth orbit is a dangerous
place for many reasons, but most
notably due to a large amount of
debris that, if it struck the ISS, could
kill the crew. Therefore, the FCT
continuously monitors this debris and
occasionally maneuvers the space
station out of the way, as described
in Chapter 8. Training is critical, and
Chapter 10 provides a small flavor
of that world from the viewpoint of
the team members as they simulate
life and death on the station. Flight
controllers have to spend a great deal
of time planning for the unexpected
and preparing for contingencies

that, if things go well, may never be
needed. Having the crew members
abandon the station and come home
in order to save their lives is one of

LCHTPAJIBHOI'0O KOMIIBOTEPA
(Sluzhebnyy modul’
tsentral’nogo komp’yutera)

Russian Name Russian Cyrillic | Translation English English
Acronym Transliteration | Acronym
Ciy>xeOHBII MOIYIb 1IBM Service Module [TsVM] SMCC

Central Computer




the things the ground team has to
think about. If the unfortunate day
ever comes, NASA will be prepared
(Chapter 12). As with any remote
outpost, supplies and fresh personnel
have to be brought to the station and
ferried home. This process, which
has also evolved significantly over
the lifetime of the space station, is
discussed in Chapter 14, along with
the continuous coming and going of
these visiting vehicles. As can happen
in any home or research facility

on Earth, things sometimes break

or need to be modified. In-Flight
Maintenance (Chapter 16) discusses
making these repairs—whether it

be finding a leak, or fixing a stuck
hatch or a broken computer. Some
installations or repairs require

a spacewalk, as described in

Chapter 18. More serious failures
also occur in space, such as when the
pump that controls half of the critical
cooling system on the ISS fails. In
this case, all systems are affected and
every team, including robotics and
EVA, are involved in the recovery

in what is known as an “all hands

on deck” scenario. These cases are
discussed in Chapter 20, “When a
Major Anomalies Occur.”

Acronyms, references, and
information on the authors of this
book can be found in the Appendix.







Chapter 1

International Space
Station Planning—
A Roadmap 1o

Getting It All Done



Building both the pyramids and the International Space Station presented significant logistical challenges that required careful planning.
Clockwise from upper left: the pyramids of Giza, the completed space station, Mission Control, a graphic showing the construction of the pyramids.

More than 4,500 years ago, Egyptian
pharaoh Khufu and his architects
stood upon the Giza plateau near
modern-day Cairo and contemplated
the building of what was at the time,
and is still considered to be, one of
the most immense undertakings of
humankind: the building of the great
pyramids of Giza. Foremost in their
minds was the scale and complexity
of the task, and the organization,
choreography, and supply of the vast
number of architects and laborers
needed to complete the job. Thus,
one of the seven wonders of the
ancient world was completed over

a period of 20 years through careful
planning and execution, as well as by
establishing a reliable supply chain
of food and materials.

It has been argued that the scale, size,
and complexity of the International
Space Station (ISS) along with the
distributed international workforce
of engineers, managers, technicians,
and scientists is this era’s equivalent
to the pyramids. As a result of careful
long- and short-range planning and

a well-developed logistics plan, the
ISS has served as a continuously
occupied human outpost and
research laboratory in low-Earth
orbit since November 2000. Unlike
the pyramids, however, the ISS

has evolved significantly during

and subsequent to its construction,
adapting to catastrophe (e.g., Space
Shuttle Columbia) or political goals.

This chapter focuses on both
long- and short-range planning.
Any activity that occurs on the

ISS—whether it be running a
science experiment or performing a
spacewalk—takes years of planning
and preparation. The ISS Program
office first lays out high-level
priorities and plans years in advance.
When will a supply mission launch?
Who will the crew members be?
Will the astronauts stay on orbit

for 6 months or a year? When will
spacewalks be needed? More and
more details are worked out as the
time for a mission approaches. A
robust planning process also allows
for change, whether it is due to

a failure or problem, or simply a
change in priorities. During any
given week, hundreds of activities are
performed, each with its own resource
needs (e.g., power, sample bags),
constraints (e.g., needing the same
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physical space), or crew availability
(e.g., a given crew member trained
for a particular task). The focus of
this chapter is on the increment,
typically a 6-month stay for a crew,
where multiple events—spacewalks,
supply missions, scientific research—
take place, whereas Chapter 4 details
the planning process for a specific
mission. The long- and short-range
planning process will be discussed
along with the specific products and
groups involved. With assembly of
the ISS complete, the ultimate goal in
planning is to maximize the amount
of research that will be performed by
a well-resourced crew.

Long-Range Planning—
Building Up to the Increment

Years in advance, ISS Program
personnel lay out a high-level
manifest. The focus of this manifest
is primarily supply—i.e., when

will cargo vehicles be available

to transport critical food, water,
oxygen, fuel, spare parts, clothing,
and scientific payloads. Since supply
vehicles can, and have, failed to reach
the station (e.g., the Russian Progress
and the American Orbital and SpaceX
launch failures in 2014 and 2015),
the program tries to allocate extras
wherever possible. Another factor in
this planning may be the availability
of hardware. For example, an
experiment might be planned for a
particular increment; however, if the
hardware runs into unexpected issues
during development, the schedule
will slip, perhaps to an increment
that does not have the necessary
upmass capability or enough

crew time available due to higher
priorities. Approximately 2 years
prior to a given increment, ISS
Program personnel, with input from
the operations team, begin detailed
planning by establishing priorities for
a given increment. These priorities

are documented in an increment-
unique requirements document
called the Increment Definition

and Requirements Document
(IDRD). The IDRD contains

specific categorical requirements for
areas such as medical operations,
science operations, photography,

ISS maintenance, and equipment
manifests. Unique to each increment,
the IDRD is used in conjunction

with a more-generic requirements
document called the Generic
Groundrules, Requirements, and
Constraints (GGR&C), which applies
to all increments. The GGR&C
provides general requirements for

all activities. For example, it dictates
that the astronauts should normally
plan for at least 8.5 hours of sleep per
day, 2 hours of pre-sleep to unwind
and prepare for bed, and 1.5 hours

of post-sleep to wake up, perform
hygiene duties, and prepare for the
day. The execution planning teams
use this document as the primary
guidance for developing the plans that
will be described in this chapter.

The primary focus of the IDRD
development phase is to define
requirements for the increment (e.g.,
number of spacewalks or reboosts
needed to maintain vehicle altitude).
Since there is always more to do than
available time or resources allow, the
IDRD provides priorities to aid in
decision making during execution,
should trades need to be made. The
IDRD also details the availability and
expected use of key consumables that
the ISS uses over the course of the
increment. Managing consumables is
also a complex process. Consumables
include those needed for life support
as well as for the spacecraft or
experiments. Program personnel
estimate how much oxygen, water,
fuel, etc. are needed. This can be a
tricky calculation because individual
crew members consume oxygen and
water at different rates. Even fuel

can be difficult to manage because
the altitude of the ISS is affected

by a number of parameters, not the
least being the irregular activity

on the surface of the sun. Once

the needs are identified, program
personnel evaluate the available
upmass—i.e., which launch vehicles
have available space. Something

big or heavy being launched on one
vehicle means less available upmass
for other items. Program personnel
put forth considerable effort
analyzing the stowage configuration
throughout the increment based on
the visiting vehicle traffic plan along
with the expected trash generation
and disposal plan. Development

of the research plan—specifically,
which experiments will fly, and when
those experiments will fly—occurs
in parallel with this planning. This
intricate planning can be especially
challenging when an experiment,
new hardware, or even a replacement
part is not ready as scheduled, due to
unexpected challenges.

Program requirements determine
how much time is available for
specific activities. Per the GGR&C,
astronauts are required to have

8.5 hours a day allocated for sleep.
Four hours a day are set aside for
post-sleep and pre-sleep, 3 hours for
meals, and approximately 2.5 hours
for exercising. Daily planning
conferences are scheduled twice a
day to allow the ground and crew
time to tag up on the activities about
to be performed or completed. Time
for other tag-ups are also allocated
to discuss stowage and transfer,
especially prior to and during cargo
resupply missions or in preparation
for spacewalks. Since the astronauts
are typically on the ISS for 6 months,
unlike a short Space Shuttle mission,
they have a half day on Saturdays to
perform weekly housecleaning, and
a full day on Sundays to do whatever
they please. Several major holidays
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per increment are also set aside for the
crew to have time off from work. The
remaining time is divided between
maintenance or assembly activities

or “utilization”—the catchphrase for
all scientific research. Construction
or developmental tasks dominated
crew time during the assembly time
frame, with little time available for
utilization. Utilization time was so
short in the early days of the ISS
Program that astronauts would often
do volunteer science on Saturdays.
However, this practice can lead to
overly tired crews and, possibly,
burnout. By about 2013, 30 hours

a week was being carved out for
utilization, which is expected to reach
more than 70 hours a week around
2018 when the new US commercial
crewed vehicles, which can carry four
astronauts, become available.

Crews are assigned to an increment
at about the same time that the IDRD
development kicks off. Early in

the program, especially during the
assembly phase, crew selection was
often based on planned activities.
For example, astronauts who were
skilled in robotics could be assigned
to increments where a great deal

of robotic work might be needed.
Similar assignments could occur for
increments heavy in spacewalks.
This proved challenging to the flight
control team, astronauts, and trainers
as schedules frequently shifted,

often due to shuttle mission delays.
As the ISS evolves, and as planners
gain more experience with the ever-
changing nature of ISS operations,
crews are being provided with
generic skill-based training such as
preparation for any type of operation.
For example, a crew might be trained
to perform a spacewalk and change
out a generic box instead of learning
the specifics of a particular unit.
Electrical connectors for all boxes are
similar, thus specific instructions can

A lot of equipment and supplies go to and return from the ISS. Experiments
and food, for example, go up; research specimens and broken parts
needing repair come down. Imagine keeping track of everything in your
house over many years. Now, add in the complexity that occurs when the
residents change every 6 months. Every bit of space on the ISS is used for
something—e.g., if a system component or an experiment is not in a spot,
that spot is probably being used for stowage. ISS Program personnel try
to position as much spare parts, food, and water to keep operations going
for as long as possible since supply rockets can, and have, failed to deliver
precious supplies. Managing where and how to store all the supplies and
equipment required to keep the ISS going is literally a full-time job. That job
belongs to the Inventory Stowage Officers (ISOs) in Houston, along with
their counterparts in Tsukuba, Munich, Huntsville, and Moscow. Most items
have a barcode that can be read by a laser device. These barcodes are
similar to those found on products in terrestrial stores or radio frequency
identification chips, and are tracked in a database known as the Inventory
Management System. The ISO works with the rest of the flight control team
to build stowage notes for crew activities. These notes tell crew members
where to find the tools and equipment they will need, and where everything
goes when they are done. Gathering and stowing tools takes a significant
amount of time and is built into the time allocation of each activity. The

ISO works out how to unpack and put away cargo brought up to the ISS in
arriving vehicles, how to pack whatever needs to be returned to Earth, and
where to temporarily store items that will be thrown away. Each week, the
ISO tags up with the crew during a short conference to make sure all the
instructions that the crew members received for stowage management that
week were clear, to answer any questions they may have, and to start the
planning process for the next week.

Even with barcodes and the ISO team on the ground, items get lost or
misplaced. When this happens, the flight control team will actually create
a “wanted” poster, alerting crew members to keep their eyes open for the
missing hardware. Although most missing items are small, even large ones
can disappear, as was the case of a pump module that measured 72.9 x
45.0 x 45.7 cm (28.7 x 17.7 x 18.0 in.). That pump module was eventually
found tucked behind a rack.

the start of the increment. At this

be provided just prior to a specific
extravehicular activity (EVA).

As the increment gets closer,
placeholder events documented in
the IDRD (e.g., EVAs) evolve into
specific tasks such as repairs or
experiment payload deploy. The final
IDRD is published 1 month before

point, planning enters the execution
phase with the Operations Planner
(OPS PLAN) leading the detailed
schedule development.

Planning by the flight control team
begins in parallel with the final phases
of IDRD development. This allows
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planners to evaluate the set of
proposed increment requirements

for feasibility before the final
requirements are approved while
allowing planners to begin developing
their databases of activities. Increment
planning, performed by the flight
control planning team, is broken into
pre-increment planning and execute
planning. The pre-increment planning
phase begins 1 year prior to the
increment start and ends at increment
start—3 weeks (I-3 weeks). As
described in detail below, the primary
products generated during this phase
are the Increment Overview, On-orbit
Operations Summary (OOS), and the
Execute Planning Groundrules and
Constraints (Gr&C).

Three weeks prior to start of the
increment, the planners begin what

is called the “execute” phase. The
primary products of the execute phase
are the Monthly Calendar, Weekly
Lookahead Plan (WLP), Short Term
Plan (STP), Onboard Short Term Plan
(OSTP), and Daily Execute Package.
Although this process is orderly,
significant change is occurring
through the entire process as ISS
Program priorities change. Problems
such as broken hardware or a supply
mission delay are the main drivers for
these changes. Thus, replanning is an
ongoing process.

Increment Planning

The International Execute Planning
Team (IEPT), led by the lead
operations planner resident at
NASA Johnson Space Center,
develops the pre-increment products.
Planning representatives from

each international partner (see
Introduction)—NASA, Russia,
Europe, and Japan—comprise the
[EPT. The Payloads Operations
and Integration Center organizes
research in the United States,

Table 1. Dates are referenced to the start of the increment () and the time. I-12 indicates 12 months

before the start of the increment.

Increment Overview

Increment-Specific
Groundrules & Gonstraints

On-orbit Summary

Draft: I-12 months

Draft development occurs
~1-8 through I-4 months

Draft development occurs
~1-8 through I-4 months

Preliminary: 1-6 months

Preliminary: 1-4 months

Preliminary: 1-4 months

Final: I-1 month Final: I-1 month

Final: I-1 month

whereas the lead mission control
center for each partner coordinates
its respective research activities.
The IEPT members conduct regular
conferences, routinely exchange
planning data according to a
predefined schedule, and participate
in two face-to-face meetings for
pre-increment planning product
finalization. During the execute
planning phase, IEPT meetings
(telecons) are conducted 3 days a
week to facilitate WLP and STP
development and replanning.

A key task during pre-increment
planning is to evaluate the feasibility
of the program requirements. At this
stage of the process, planners begin
translating program requirements
into activities and assigning these
activities to periods of time during
the increment to determine whether
sufficient resources (e.g., crew time)
are available and whether defined
activity constraints (e.g., microgravity
periods, sufficient day/night cycles,
etc.) can be satisfied. Detailed
procedures and time estimates are
generally not available at this stage;
however, the operations team has
done enough analysis to have a
reasonable estimate on how long each
activity will take. If an activity is
particularly complex, the operations
team may conduct a dry run in the
mock-up facility to improve the time
estimate. Eventually, as the time of
executing the activity gets closer, the
procedure will be verified and the
final time estimate will be available.
If the activity has been performed

previously or is suitably similar to
another activity, the time can be better
estimated. However, individual crew
members can take a different amount
of time to perform the same activity,
depending on background or previous
experience in space. The IEPT
develops the primary products of

this phase—the Increment Overview,
0OO0S, and Gr&C—according to a
predefined schedule (Table 1).

The Increment Overview (Figure 1)
is the official planning document
until 1 month prior to beginning of
the increment when the final OOS
provides the information for the final
stages of planning. The document
contains a summary of key increment
operations such as spacewalks and
illustrated vehicle traffic to and from
the ISS. Vehicle traffic includes the
Soyuz flights that bring the new
crew as well as the cargo resupply
missions. Further, the Increment
Overview provides estimates of crew
time for research utilization. For
example, the crew might have an
expected amount of 30 to 40 crew
hours available in one week for
experiments, whereas another week
might contain a spacewalk and may
only have 5 to 10 hours available.

The OOS as shown in Figure 2 is
a high-level plan, organized by
day, spanning the entire increment
that addresses crew time usage and
indicates other major operations
(e.g., visiting vehicle arrivals/
departures, EVAs, significant non-
crew operations, etc.). The intent
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of the OOS is to provide an initial

Inoremernt Duration =116 days
1

| 1SS-1 Overview 2000 - 24 Febrary. 2001 implementation of the increment
Start of Increment (11/3/2000) 1 1 3 1
requirements, as identified in the
weEK [1 (108000] 2 (118) | 3(1113)| a120)| 5(1127) | 6(124) | 7(12n1) | 8(1248) | 4 ’
BETA i IDRD, GGR&C, and program
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& H .
oo Lonen Vg for the increment. Conversely, the
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week(9 (1228) 10 (1701 11 (18) [ 12(118) | 13(122) [ 14 (129) | 15125 spot” areas during the increment
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PEChecIL 1 1
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58 1
s o Fwdimsiener may not be possible to execute unless
M. elocate : 141 M
1} e L ey rul a1 prlopues are gd]gsted,.often through
: ldod FOB T Lane e 541Dock detailed negotiation with the partners.
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ATT e e oo | [ Temafar Docling oireit D4 following information: Greenwich
i8 L Progd 121400 171901 . .. ..
sa  1a00r wmor Mean Time date, activity, activity
wg 2001 . .
w::" an st 2n71 2240 location, comments, Russian ground
End of Inerement (2/24/2007) site on-range times, solar beta angle
SO R (see Chapter 7), and increment day.

Expedition 41/42 Planning Overview
Ops Plan 41 - Samantha David | RPE 41 - Jason Mintz | Ops Plan 42 - Chris Rasnick | RPE 42 - Jennifer Le

Week 1 (Sep’14) Week 2 (Sep "14) Week 3 (Sep "14) Week 4 (Sep/Oct "14) Week 5 (Oct "14) Week 6 (Oct "14)
Mon 8th (251) Mon 15th (258) Mon 22nd (265) Mon 29th (272) Mon 6th (279) Mon 13th (286)
Aft
B
Crew PM EVA SSU EVA
405 Arrival H/O and Orientation
Holiday
Crew Day
USOS P/L 2 2 3
Ground Inc 41 Start: 255 |
385 Undock SpX-4 Be 40S Dock
10-Sep " 23-Sep 25-Sep”
Week 7 (Oct“14) Week 8 (Oct/Nov “14) Week 9 (Nov “14) Week 10 (Nov “14) Week 11 (Nov “14) Week 12 (Nov "14)
Mon 20th (293) Mon 27th (300) Mon 3rd (307) Mon 10th (314) Mon 17th (321) Mon 24th (328)
MRM2 30
MRM1 150 39 (M. Suraev, R. Wiseman, A. Gerst) | | 41 Soyuz
oa 56 Progress 57 Progress
|SM Aft ATVS
Node2 Nadir orb-3
415 Arrival H/O and Orientation
USOS 8 3
 Ground
SpX-4 Unberth S6P Und 57P Dock Orb-3 Berth 39S Undock 415 Dock
22-0ct 27-0ct " 29-0ct 2-Nov g-Nov 23-Nov
D X 4(D X D 4 6 (D = D 4/la
40 Soyuz (B. Wilmore, Y. Serova, A. Samokutyayev) 90
41 Soyuz (T. Virts, S. Cri i, A. Shikaplerov) 30"
57 Progress
ATVS
o3 | | SpX-5.

Figure 1. Increment Qverviews from the first expedition (top) and one from Expedition 41/42, 15 years later (bottom). In the top figure, the dates are placed
across the top. Major vehicle attitude is listed, such as X-Perpendicular Out of Plane (XPOP) and local vertical/local horizontal (LVLH) as well as beta angle (see
Chapter 7). Major activities such as a Soyuz launch are also shown below on the given date. Activities tend to be high level—Service Module (SM) outfitting,
laboratory checkout (Lab C/0), and EVA preparation. In the bottom image, the data are essentially the same, though neither beta angle nor attitude are listed since
the ISS now generally flies the same attitude.
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Figure 2. Several weeks of the 00S from Increment 43, which was the first 1-year increment to the ISS beginning in March 2015. Activities and their
durations are color coded to indicate the major category in which they belong (e.g., vehicle operations, EVA, scientific research), thus facilitating crew
resource analysis and optimization. The operations planning team, international partners, and ISS Program office analyze the distribution and allocation

of crew time in the 00S time frame prior to execution, primarily to assess the feasibility of IDRD requirements implementation. Task color coding persists
through all phases of flight (pre-increment, in-flight, and post-execution reports are analyzed) so that the teams can measure progress and apply appropriate

lessons learned to future planning cycles.

It does not contain the specific time
in which an activity is scheduled on
the given day.

The OOS is developed over

the course of several months,
culminating in a final version that
the IEPT members and ISS Program
management review and approve

at -1 months. Planning takes into
account resource availabilities
(primarily crew time and, on
occasion, power, etc.), trajectory
data (i.e., solar beta angle, Russian
ground site availability), and other
defined constraints. Upon approval,
the final OOS shows the plan for
accomplishing increment objectives
along with a detailed activity
database. It should be noted that
mission planners use the results from
the development of the Increment
Overview and the Final OOS for

updating and developing the IDRD.
This ensures the requirements going
into the increment execution phase
are aligned with the feasibility of
implementing these requirements.

Execute planning describes the phase
of operations from publication of

the Final OOS through the end of
the increment. Execute planning
deals with development of plans

for execution by crew and ground
control teams based on the OOS
(Figure 2). The long-range planning
(LRP) team develops these execution
planning products. The OPS PLAN
team is responsible for executing

and replanning while on console in
the Mission Control Center (MCC)
in Houston. Both teams require
significant interfaces with disciplines
that are both internal and external to

Johnson Space Center to generate
and execute effective ISS plans.

The LRP team generates WLPs and
STPs using the OOS, ISS Program
directives, current vehicle operations
status, and unique operations
constraints. The OPS PLAN team
takes these timelines and generates
executable plans, or versions of the
STP, that the crew and ground teams
will use to perform daily ISS tasks.
The OSTP is the new “executable”
version of the STP that is used by

the crew and ground teams. At this
point, activities are detailed enough
that specific procedure steps, stowage
items, and key notes directing the
crew in how to perform the task

have already been established. The
OPS PLAN team further prepares
supplementary materials (i.e., Daily
Execute Package) to aide in daily plan
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execution. This package includes data
such as the current state of the ISS
(e.g., which computers are configured
as primary, safe angles to park the
solar arrays in the event of a loss of
attitude control [see Chapters 5 and 7,
respectively]), questions for the crew
from the previous day’s operations, STP
answers to crew questions from the Development
previous day, summaries of key Plans
operations for that day, and a list of
the key flight control personnel from
the various ISS control centers. Any

Figure 3. Plan

chaﬁlgﬁs E) Rtl}l’e plans acrle coortiiiinate((il gﬁgfvll%n;i% ;/)ZW
with the team and are reflecte 008S feeds into
in updates to the WLPs, STPs, and OSTP Execution OSTP ever-more-detailed
OSTPs. The overall WLP, STP, Plans prOCllyUCtMiLSFL’/C;TP

o as the WLP, STP
and'OSTI.’ deyelopment timeline is Ground Onboard ond OSTP
depicted in Figure 3.

orE . 3 -y yien oy -,
= =
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Figure 4. WLP—Iist by day of crew operations and other major objectives for 1 week of ISS operations. Activity durations are listed under the crew member
who will be performing the activity, but the specific time during the day is not yet defined. All activities are given standard reference codes that the crew and
flight controllers understand. For example, EVA-PROC-CONF means the EVA team will have a procedure review conference with the crew on Thursdaay, though
the specific time is not yet scheduled. Russian activities are shown in Cyrillic. As with the 00S, activities and their durations are color coded to indicate

to which major category they belong (e.g., vehicle operations, EVA, scientific research). In the WLP phase, the team’s analysis of crew resource allocation
focuses more on optimization and measuring progress, and serves as a tool for navigating planning “fradespace.” For example, if an unplanned EVA is
required to repair a pump module that has failed, the team must quickly understand how many hours are needed to perform a spacewalk as well as the
hours of scientific research, periodic maintenance, or cargo transfer that must be rescheduled to make room for the contingency EVA.
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Figure 5. The development cycle of the STP and OSTP generation cycle starting 7 days prior to the Day of Execution (Day of Exe) with each day indicated

as Execution, or E, minus the day. All Planning Product Change Requests (PPCRs) are due 3 days prior to execution. The final plan is uplinked to the crew the
day before execution and reviewed during the evening Daily Planning Conference (eDPC) on the planning or orbit 3 (03) shift.

The beginning of the execution

plan development process begins

2 weeks prior to a week of plan
execution with the development

of the WLP. The LRP team begins
WLP development by revisiting

a particular week from the OOS

to update the planned information
based on recent changes encountered
during the execution of the increment
since the OOS was published.

Figure 4 shows the WLP plan, which
has a detailed list of crew activities
assigned to each crew member for
each day of a particular week in

the increment, in addition to any
significant non-crew operations on
each day. The operations team or
payload organization provides the
crew time requirements for each crew
activity planned and summarizes to
ensure compliance with GGR&C
crew time constraints (e.g., 6.5 hours
of schedulable crew time each crew
workday). The WLP plan looks
similar to the OOS, but it contains
the information for only a single
week of the increment, as can be
seen in Figure 4. Up to this point

in the planning process, managers
have planned and assigned all tasks
to specific days or weeks of the
increment, with an emphasis on crew
time availability. Now, planners look
at the details of the planned activities
and begin the process of creating a
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timeline or schedule of events. Other
constraints and resources, such as
communications coverage, equipment
use, day/night cycles, data bandwidth
availability, etc., are considered at
this phase of the planning process,

in addition to crew time constraints.
Details of unique activity constraints
are contained in an activity database
maintained by the planners as well
as in a Gr&C document created by
the international planning team at the
start of the increment. For example,
it might be the case that astronauts
cannot eat or perform certain types
of exercise within a certain amount
of time prior to a medical procedure,
such as a blood draw. Operations
that were not completed earlier in
the increment due to problems or

a lack of time may, depending on
priorities, get pushed to a later week.
Although the program previously
baselined the requirements for the
increment, changes are inevitable.
During the increment, the ISS
Mission Management Team (see
Introduction) approves the updates,
which the planners also incorporate
during this time frame. Once

drafted and before implementation,
the IEPT, flight controllers, and
program managers conduct a final
review to ensure everything fits
within the requirements and needs
of the program, as well as within the

capability of the crew, ground team,
and vehicle. This level of attention to
detail is required since crew time is
extremely precious and any wasted
time can impact the success of the
program goals. The Final WLP then
serves as a type of contract between
the flight team and the ISS Program
regarding what will happen for that
particular week.

The STP is a timeline derived directly
from the WLP and consists of all
activities to be performed on the ISS
for a particular day. Figure 5 shows
the development timeline for an STP
covering 1 day of ISS operations

to take place 7 days in the future.

As mentioned, an STP is created
(following the template outlined in
Figure 5) for each day represented in
the Final WLP. The STP is presented
as a graphical timeline of crew and
ground activities for a particular

day (Figure 6) to be used as an
output from a common planning
system shared by all ISS planning
communities. The format includes
horizontal bands for individual

crew member activities, trajectory
information (day/night, Tracking Data
Relay Satellites for communications
coverage, Russian Ground Sites,
Daily Orbit Number, spacecraft
attitude), systems and payload
commanding, automated systems
and payload operations, and ground
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Figure 6. Graphic depiction of the STP timeline generated from the WLP for a particular day of the week. The top bands show when S-band or Ku
communications coverage is available, when the day/night cycles occur, the station attitude, and even the configuration of the planned telemetry link to the
ground. Crew member activities (e.g., CDR for Commander or FE1 for Flight Engineer 1), shown near the top, detail their specific activities. Other display
bands indicate which activities are using the S- or Ku-band systems, and required coordination with the MCC or, in this example, what the Columbus (COL)

flight control team members are doing.

coordination activities. The STP is the
baseline plan, and it takes precedence
over the Final WLP for operations on
that particular day. The STP is also
loaded into a computer-based viewing
application, the Operations Planning
TIMeline Integration System
(OPTIMIS), to enable easy review

by flight controllers in all control
centers as well as initial review by

the ISS crew. Ultimately, on the day
of execution (e.g., Day of Exe in

Figure 5), the entire ISS operations
community conducts operations
from the OSTP—a single integrated
timeline. Figure 7 shows an OSTP as
depicted in the OPTIMIS application.
During execution day, crew members
provide an ongoing status of activity
execution using the OSTP. Flight
control team members provide the
crew with an ongoing status of
ground or on-board systems activity
execution using the OSTP. For

example, the crew will mark a task
“gray,” which indicates it has been
completed. These statuses by crew
and ground teams are exchanged and
synchronized to allow all plan users
to follow the execution status on the
ground. The Russians additionally
communicate a subset of the official
OSTP plan to the Russian crew
members using a document called
Form 24, which is essentially a text
summary of the day’s events.
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Figure 7. OSTP timeline of crew and ground commanding used by all control centers for daily ISS operations. This looks similar to the STP in Figure 6,
but here it is viewed in the crew’s OPTIMIS. The dashed red line indicates the current time. A pop-up in the center provides additional detail on a specific

activity under the cursor.

Plan Configuration
Management

Early discussions with all the
international partners during the
formative phases of ISS operations
development determined that the
distributed nature of ISS operations,
coupled with the fundamental tenant
of a single integrated plan, required
a rigorous configuration control
process. Without this configuration
control, the various control centers
and the crew could end up working
from old or different schedules.
Keeping track of all the changes input
through the WLP, STP, and OSTP
development cycles is a daunting
task. Rigorous control of changes
and inputs must be maintained as
the planners strive to produce, daily,
a single integrated plan from which

all ISS operations teams execute.

The on-console flight control teams
around the world document any
modifications to the timeline from
the Final STP in a Planning Product
Change Request (PPCR). A web-
based tool is used to generate, review,
and implement the PPCRs.

Figure 8 shows the PPCR tool
summary interface. Each change
request is assigned a tracking number
based on the increment (i.e., 43-0541
is the 541st change request during
Increment 43) and indicates the

title of the request, the flight control
discipline authoring the request, the
status of the request (e.g., Open,
Implemented, or Withdrawn) along
with an approval status matrix for
the ISS control center participants. A
PPCR is used to document changes

to existing approved planning
products. These changes include
modifications or additions to a plan
or changes to any details (e.g., start
time, duration, procedure reference,
execution notes, etc.) for an activity
timeline. Specifically, PPCRs are
generated to request or document
changes from a Final WLP while

in STP development, or to request
changes to a Final STP. Changes
affecting only a single partner require
approval by the issuing partner and
are provided to the other planning
partners as “information only.” This
allows each partner flexibility in
planning without slowing the process.
Other updates affecting crew time or
integrated vehicle operations require
approval by all international partners.
For example, the Russian flight
control team might need to adjust the
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Figure 8. A snapshot of the PPCR tool summary interface. The tool Web page assigns a tracking number in the left column (increment number followed
by an incremental number of each PPCR), the title of the request, the discipline that submitted the request, and the current status of the request (Open,
Implemented, or Withdrawn). The six columns to the right are labeled for each control center around the world. A PPCR may be indicated as Information
Only (10) in that it doesn’t affect another partner’s activities but may be something the partner might want to know is occurring. Alternatively, a yellow
In Review (IR) means the partners must evaluate and agree or disagree on its implementation. Once the control center agrees, the line item is marked as
a green Approved (A).
time during which a cosmonaut is to error in the information or a piece of would exceed the astronauts’ allowed
exercise on one of the pieces of shared  equipment that is broken), resource workday length. The flight director
exercise equipment. However, before requirements (e.g., power), scheduling  at each control center grants final
the change can be implemented, the constraints, and initiator. The LRP approval. Once a PPCR is approved
planners will verify that a US crew or OPS PLAN team assesses the for implementation, the LRP or
member is not already scheduled at feasibility or impact of implementing OPS PLAN team, as applicable,
that time or doing maintenance in that  the change and provides feedback to implements the changes in the
area. Changes are not accepted into the initiator as part of the approval appropriate plan. The LRP and OPS
planning products without a PPCR. process. For example, a flight control PLAN teams routinely interface with
The PPCR form includes specific team or partner may want to add an the various elements of the MCC
information regarding the change activity to a crew member’s timeline, flight control team to solicit plan
description, rationale, source (e.g., an  but the OPS PLAN team may find it inputs, verify procedure references,
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and coordinate replanning. This
process continues around the clock,

7 days a week; tweaks to the schedule,
whether small or large, occur on a
daily basis.

The real-time OPS PLAN team is
also responsible for reviewing and
approving all messages to be uplinked
daily for the crew’s Daily Execute
Package. A significant part of the
package is a Daily Summary. As

the name implies, this part provides

a high-level summary of notable
activities and constraints (e.g., “The
thruster will be fired at a specific time
today, so ensure the window shutters
are closed to prevent contamination.”)
as well as follow-up questions to the
crew (e.g., “Last week, a piece of
hardware was reported broken. Can
you please provide the serial number
of the item?””) or answers to questions
the crew had asked (e.g., “Can I move
my exercise on Wednesday to later

in the day?”’). These messages also
include procedure updates, activity
overviews (e.g., a big-picture plan

for an upcoming spacewalk), or
system data. This is the final product
generated by the planning team in
preparation for plan execution.

Changes to the plan that occur
during the day of plan execution,

due to anomalies encountered or for
a variety of other reasons, are fed
back into the planning process by the
planners. Constraints for completing
activities or urgency to implement
new activities in response to system
failures (e.g., exercise equipment
breakage, toilet troubles, laptop
failures, computer network problems,
etc.) dictate how quickly plan changes
need to be implemented. Again, the
PPCR system is used to document
these plan changes and work them
into future plans.

Scheduling Challenges

During ISS operations, planners
routinely grapple with a number of
scheduling problems. For example,
scheduling activities that need
communications satellite coverage,
managing resources and temporal
relationships (e.g., Activity B must
occur no earlier than 30 minutes after
the end of Activity A), scheduling
activities for globally distributed
users, handling uncertainty in task
duration, and wrestling with on-
board stowage and worksite issues.
Mission planners and crews continue
to evolve the understanding of types
of information the crews need and
how to more effectively tie crews
into the planning process during
increment execution.

Communication relay satellite
scheduling can be especially
challenging, given the complex nature
of communications requirements,
the competition for services with
other users (e.g., the Hubble Space
Telescope, the Department of
Defense), and the uncertainties in
coverage quality with variances in
vehicle attitude. Science payloads,
major events such as visiting
vehicles dockings and undockings,
spacewalks, and video events
intended for the public generally all
require using NASA’s Tracking and
Data Relay Satellite (TDRS) (Ku-
band for video and high-rate data
transmission; S-band for voice and
health and status telemetry. See also
Chapter 13). The ISS planners make
requests of TDRS services weeks in
advance in competition with other
TDRS users. Even uncertainties in
vehicle attitude, which affects the
ability of the radio antennae on the
ISS to have the required direct line
of sight to the TDRS, and where the

solar arrays might be in their constant
motion that sometimes can block the
signal, may render a communication
pass unusable. These factors make

it difficult for planners to commit to
specific times more than 1 week in
advance for ISS TDRS service needs.
Late changes may result in a lack of
available TDRS time since service is
scheduled on a first come, first served
basis. If the ISS Program suddenly
needs TDRS coverage—such as for
an emergency spacewalk—the NASA
flight director can declare the TDRS
time as critical, thereby forcing

other users off the network. Due to
the impacts to other uses, which can
include loss of science, this is not
done unless absolutely required.

Scheduling use of the exercise
equipment is one of the bigger
challenges in daily planning. Three
main exercise devices are located

on the USOS part of the ISS. These
devices include Treadmill 2, a Cycle-
Ergometer with Vibration Isolation
System, and the Advanced Resistive
Exercise Device. Crew members are
required to exercise a minimum of
2.5 hours per workday and follow
strict exercise programs created by
the medical team. Additionally, crew
members often have preferences

as to when they would like to
exercise. Some crew members prefer
to complete their exercise in the
morning, others prefer to spread it
throughout the day, and some like to
perform their exercises in a particular
order (e.g., acrobic followed by
resistive). All six crew members must
use the Advanced Resistive Exercise
Device, thus compounding the
planning. When a piece of exercise
equipment breaks, a great deal of
replanning is usually required until
the equipment is repaired.
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Planners also contend with sequences
of activities where each activity
requires the preceding one to be
completed, sometimes with additional
time between end and start. For
example, the repair of a piece of
equipment might require the ground
control team to power the device off
for a few hours before the astronaut
performs the repair so that the device
will cool down enough to be handled.
Even gathering the tools for the repair
has to be taken into account since,

as with everything in microgravity,
activities take longer than they do

on Earth. The astronaut also must
ensure that another crew member

is not using the one item needed

for the repair. Also, since every bit
of available space is used to stow
equipment or supplies, the equipment
that needs to be repaired could be
situated behind another object, which
would need to be temporarily moved
to another area. A simple repair

can be tough to schedule with the
addition of more temporal constraints
such as the crew members’ desire to
eat their meals together, which can
be critical for psychological support
when away from home and their
usual routine for so long.

Crew time is another limited resource
that his highly constrained. Ground
rules and constraints limit overall
scheduled crew time per day to

6.5 hours, with the remaining days’
time comprised of exercise (see
above), sleep, morning and evening
preparation (i.e., time to review the
current or next day’s plan, review
procedures to be used, etc.), and
midday meal time. Further, the
6.5-hour scheduled time is bounded
by being allowed only after the
morning crew/ground planning
conference and needing to conclude
by the start of the evening crew/
ground planning conference. The

goal of managing crew time is to
provide as much time as is practical
for science scheduling. Science
planners also contend with other
limited resources such as batteries for
small handheld devices, consumable
gases (e.g., argon, nitrogen), water,
test tubes, sample bags, test strips,
etc., thereby further complicating

the scheduling problem. Finally,
planners must manage constraints
imposed or required by the external
environment such as day/night cycle
requirements, attitude constraints,
microgravity requirements, and
satellite communications availability.
Planners at the various ISS operations
control centers manage many of their
own resources as well as the use of
common resources such as crew time,
power, air, other gases (previously
mentioned), tools, etc. To accomplish
this, the planning teams use complex
scheduling software to define and
manage all these constraints and
resources, and to generate valid
effective timelines of crew and
ground operations to support each
day of ISS operations. Primary to its
other tasks, the Houston flight control
team, led by the ISS flight director, is
responsible for integrating all these
plans into a single, integrated plan
that is presented in the OPTIMIS.

Lessons Learned

As previously mentioned, on-orbit
crew time is at a premium. All efforts
are made to minimize unnecessary
use of this limited resource. One
problem that all planners face is
accurate prediction of task durations.
Underestimating task duration leads
to the replanning of uncompleted
activities and, in many cases, requires
crews to work longer hours to avoid
getting too far behind the general
plan. Planners usually arrive at task

duration estimates through ground
procedure verification and simulation,
as well as through previous related
experience, as described above.

The time is usually increased to the
predicted duration for new tasks

or for astronauts executing a task

for the first time on-orbit. In many
cases, additional time is scheduled
for crews to review procedures. A
good example of this occurred during
Expedition 1. The crew was asked to
connect a newly flown control box to
an on-board laptop to allow manual
control of the Control Moment Gyros
heaters (see Chapter 7) that had

been experiencing extreme thermal
fluctuations. Ground controllers, at
the time, had no means to control

the heaters. Upon reviewing the
procedures on the ground, planners
initially determined that 2.5 hours
would be required for the astronauts
to review the procedure and execute
the task. The initial performance by
the crew took 2.5 hours. However,
subsequent performance only
required 1.5 hours because of the
familiarity gained with the apparatus
and procedures.

Early planners quickly learned

the importance of accounting for
the overhead involved in worksite
preparation, equipment gathering,
worksite cleanup, and equipment
stow. A good example of this
occurred during Expedition 4. The
crew was asked to take samples of the
US Laboratory Low and Moderate
Temperature Loops (see Chapter 11)
to check for microbial growth or
particulate contamination. Ground
task duration estimates predicted
about 1 hour of crew time for the
activity, including gathering the
equipment. However, upon review
of the procedure, the crew members
pointed out that to access the loops,
they would need to remove two
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Figure 9. Crew efficiency with time on orbit. Shortly after arrival, new increment astronauts need time
to familiarize themselves with the location of items and how to live and work in microgravity. As the
crew member gains more experience and acclimates, task efficiency increases.

panels on which they had deployed
and affixed several laptop computers
and other general support equipment.
Preparation of the worksite was then
estimated to add at least 1 to 2 hours
to the initial task prediction. This
illustrated, to ground controllers and
planners, the need to keep crews
directly involved in the planning

and replanning process as well as
keep track of where everything on
the ISS is located. Accounting for
this additional overhead is especially
important when scheduling the

first couple of weeks of a newly
arrived crew that is still in the
adjustment phase. Maintaining a
thorough inventory database and
routinely providing time for crews to
organize the habitat go a long way in
minimizing the time needed to find
equipment and organize worksites.
The increased efficiency gained by
the crew with time on orbit also helps
the situation (Figure 9). Repetition
of task execution, the experience of
living in space, and the increased

situation awareness gained by crews
living and working in the same
workspace for many months lead

to efficiency in performing routine
tasks as well as executing new tasks.
By the end of an expedition, crew
members are efficient in knowing
the time required for task execution.
Returning crew members (e.g.,
those who flew on the ISS during a
previous expedition) have a much
shorter learning or relearning curve to
achieving peak efficiency.

Not only is proper duration estimation
and worksite preparation important
to the success of the plan, it is very
important for crew psychology. Early
in the ISS Program, astronauts often
exceeded the ground rule for the

day length. A common complaint
was poor estimation of task length
(some of which was understandable
since almost everything was “new”)
and not enough time allocated for
worksite preparation. During this
early phase, astronauts often felt as if
they were running a relay race. They

didn’t want the team to fall behind,
so they often worked extra hours to
make up for problems or to perform
extra science, as discussed above.
That pace might have been acceptable
for short-duration shuttle missions,
which were about 2 weeks long;
however, in addition to affecting
sleep and performance, that pace

can lead to burnout over a 6-month
increment. The flight directors now
manage the crew day much more
carefully. This proved to be critical
for the success of the yearlong
increment of Scott Kelly and Mikhail
Kornienko in 2015-2016. Pacing is
necessary to maintain focus on the
critical task of operating the ISS.

Early on, it became evident to both
the crew members and the planners
that ISS crews need a bigger-picture
view of the plan, along with a
detailed daily timeline, to provide

a sense of what is coming up and
where the crew is headed. This helps
improve success in two ways. First,
from a psychology point of view,
the detailed timeline helps crew
members know how their daily tasks
fit into the bigger picture and ensures
that they feel part of the team.
Second, it helps with efficiency. For
example, if the crew members put
tools away for a task but know a
similar task will be performed the
next day, they might temporarily
stow the tools at the future worksite,
thus saving time down the road.

To this end, the OPS PLAN team
developed a monthly calendar

plan. This plan view is regularly
updated, and is used as a basis for
the Weekly Planning Conferences—
i.e., a dedicated time each week
where the OPS PLAN team for the
increment discusses the upcoming
week’s plan with the crew over the
space-to-ground voice loops. Now,
crew members are more frequently
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tied into replanning discussions to
obtain the benefit of their situational
awareness and experience. They are
involved in the planning, even at

the OOS stage. During increment
execution, crew and ground operators
conduct daily planning conferences.
The morning conference focuses on
describing unique supplementary
information for that day’s schedule,
whereas the evening conference
concentrates on reviewing that day’s
accomplishments and reviewing the
next day’s detailed plan.

An additional lesson learned from
the Mir, Skylab, and early ISS flight
planning experiences was that crew
flexibility can lead to increased crew
productivity. Crew timelines today
include many activities marked as
“flexible,” allowing crew members
to perform them whenever they want
during the day. These activities have
no constraints (e.g., a strict deadline,
or when resources such as power are
needed). Allowing crew members

to perform many of their routine
activities such as exercise, the midday
meal, and on-board training modules
when it makes the most sense for
them enhances productivity (e.g.,
multitasking). In addition, some
astronauts—especially those who
have flown to the ISS previously—
may be more efficient in completing
tasks than have been estimated by the
ground for a “typical” crew member.
Original ISS planning, which was
based on Space Shuttle planning
heritage, consisted of hard scheduled
plans for the crew each day. These
activities were to be performed in a
linear fashion at prescribed times,
thus leaving no option for flexibility
based on crew situational awareness
or multitasking. Derived from both
Skylab and Mir, the notion of a

“job jar” or “task list” of additional

unconstrained activities folded into
ISS operations planning. A task list
activity is something that needs to

be done at some point, but which
doesn’t make it into the estimated
time on a given day or week. If the
astronauts get ahead on the timeline,
which happens if the planning is
done well and/or crew members are
highly experienced, they may have a
few minutes to complete one of these
activities. Today, daily crew plans
are highly populated with flexible
activities and contain a robust task
list. This shift in planning philosophy
from more-optimized plans to more-
flexible plans leads to more crew
autonomy. Crew autonomy is seen as
necessary for further crew exploration
beyond low-Earth orbit or to Mars,
where astronauts will be exposed to
significant time delays and will thus
be required to manage their plans
and vehicle more autonomously from
ground teams. The ISS has also seen
an increase in crew productivity and
efficiency with the expanded use of
flexibility and task lists.

The arrival of new crews to the

ISS creates an opportunity for an
operational dichotomy where new
crew members, who are adjusting
to life in space in an unfamiliar
environment, are matched with a
veteran ground team that operates at
a high level of efficiency. To prevent
this dichotomy, a throttling-back
effect is imposed on the ground
team while, at the same time,
providing time for the on-board
crew to acclimate. Through Gr&Cs,
schedulable crew time during the
first 2 weeks on orbit is reduced

to permit time for adjustment and
settling in. This allows the crew

and ground to jointly arrive at an
operations pace for the increment.
This process is repeated with the

start of each increment. However,
considerations for particular crew
complements to account for crew
experience are made to increase ISS
science returns. For example, the day
after Peggy Whitson arrived for her
second stay on the ISS, she called the
ground team to report completion of
all activities on her timeline as well
as everything on the task list, and
that she would appreciate additional
tasks. Another complication is that
the ground controllers, who work

on weekly shifts, are not tied to
specific crew arrivals and departures.
As such, those ground controllers
will achieve a level of efficiency
independent from ISS crews. Lead
flight controllers from every system
are assigned to each increment to
help mitigate this problem. Their task
is to ensure uniformity from week to
week for a given crew.

Over time, the flight controllers and
crew members have learned that
staying synchronized is crucial,

yet doing so non-intrusively is key.
Asking a crew member repeatedly
whether a task is done can get
annoying. The OPTIMIS tool was
modified to allow the crew to add
crew notes (i.e., brief messages to
the ground) in each activity, which
will provide additional information
about the execution of a particular
activity (e.g., stowage information
after completing a task, equipment-
identifying information such as
serial numbers or barcode numbers,
or comments about the execution
of an activity—how long it really
took, procedure issues encountered,
etc.). The flight controllers and
crew found that this nonverbal
means of communicating certain
information, as mentioned above,
is highly effective and frees up the
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space-to-ground channels for more
important conversations.

Following the conclusion of an
increment/expedition, mission
planners, through the Lead Ops
Planner, work with the ISS

Program operations team to

reflect overall increment metrics

of accomplishments in the Post
Increment Evaluation Report.
Additionally, the lead increment flight
director conducts a lessons-learned
meeting to roll up significant topics
that need to be either generically
addressed for all future increments

or unique items that need to be fed
into the next increment’s execution
team. In many cases, planners provide
lessons learned on activity duration
estimations (based on crew feedback)
as well as lessons learned on activity
planning conflict resolution. The

aim is to keep the ISS safe for crew
operations while continuing to make
operations more efficient to support
the goal of greater scientific gains.

Conclusion

Flight planning has been a necessary
yet ultimately challenging task since
the beginning of the space program.
Each mission that NASA performed
brought its own unique planning

and scheduling challenges, which
were met by planners using the latest
technology of the day. Planners
continue to meet these with a credo
of flexibility and a constant eye
toward improvement. Unlike other
NASA projects, the ISS Program
involves a worldwide team working
24/7/365. Plans for every activity
that takes place on the ISS start years
out and are continuously refined in
detail as the actual time approaches.
This ensures maximum success and
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minimal wasted time. Planning was
difficult during assembly of the ISS
due to constant changes. Some of
these changes were necessary to

the evolving vehicle, whereas some
were induced by the Space Shuttle
Columbia accident and concentrated
on the vehicle build-up. In 2009, the
ISS increased from three permanent
crew members to six, and began

the shift in focus from assembly to
science. Starting in 2018, commercial
crew vehicles will add further
complexity as the rate of scientific
operations increases with a permanent
crew of seven.
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The first six-person crew—Increment 20 in 2009—included astronauts and cosmonauts from all international partner agencies for the first (and, so far,
the only) time. From left: Canadian Bob Thirsk, European Frank De Winne, Russian Gennady Padalka, Russian Roman Romanenko, Japanese Koichi Wakata,

and American Michael Barratt.

The International Space Station

(ISS) is a hub of never-ending
activity, around the clock, around
the world, every day. On board

the orbiting laboratory, the crew
members are not only the laboratory
technicians, they also keep the facility
up and running by working as janitors,
plumbers, electricians, information
technology support, medics, kitchen
crew, and housekeeping. They manage
the arrival of vehicles delivering

new crew, new equipment, and
additional supplies, as well as the
departure of vehicles returning crew
and equipment to Earth or disposing
of trash. They are responsible for
completing any necessary repairs or
reconfiguration that cannot be done

by simply changing parameters in
software. On the ground, the flight
control teams—both on console and
off—support the increment as a whole
by working between control centers
and management teams around the
globe to keep the crew safe, keep

the ISS running smoothly, and meet
all mission objectives. Together, the
on-board crew and the ground teams
respond to problems, incorporate new
priorities, and adapt the mission plan
as conditions change—sometimes on
a daily basis.

Crew rotation flights are currently
done using Soyuz vehicles,
launched by the Russian Space
Agency Roscosmos from Baikonur,
Kazakhstan. A Soyuz can fly up to
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three crew members, and can stay on
orbit and docked to the ISS for about
6 months, where it is available as a
“lifeboat” to return the crew to Earth
in the event of an emergency. Four
Soyuz crews have been flown each
year since 2009, maintaining a total
crew of six people on board the ISS
most of the time. Prior to 2009, the
ISS had a permanent crew of three
people, with two Soyuz launches

per year. The launches take place
approximately every 2-4 months.
Usually, flights are arranged in a
pattern of “indirect handovers”: one
Soyuz will undock just before launch
of the next, so the crew goes from six
people on board down to three, and
back up to six when the next Soyuz



arrives. The pattern of launches and
the number of crew members on
board at any time will change when
the new commercial crew vehicles
being built by the United States are
ready to rotate crews around 2019
(see Chapter 14).

ISS operations are managed in periods
called increments, which are defined
by the on-board crew complement:

an increment is the period of time in
which a dedicated crew of astronauts
and cosmonauts are on board the ISS
under a specific commander. Each
new increment begins when one
commander hands over to another
before departing the ISS. Before 2009,
each increment lasted approximately
6 months — the full duration of each
Soyuz crew’s stay on orbit. Today,
each increment corresponds to the
period of overlap between two Soyuz
crews, so each increment lasts about
2-4 months, and each ISS crew
member serves on two increments.

As discussed in Chapter 1,
preparation for flight begins years

in advance. A team of flight
controllers is assigned to manage
the increment. Depending on each
discipline’s involvement in crew
training and mission planning, flight
controller assignment may happen

a year or two before the increment
begins. A lead flight director is
assigned to manage this team and
lead the overall operational mission
integration and preparation. The flight
control team follows the six crew
members through their final training
as they transition from generic skills
to lessons more closely tailored to the
specific tasks and research that will
be performed during their time on
orbit. The two different Soyuz crews
will launch 2 to 4 months apart,

and each will be part of two
increments. Therefore, each crew
may work with two different lead

flight directors and teams during its
time on board the ISS.

This chapter describes how the team
of flight controllers in Houston,
Texas, their international partner
counterparts around the world,

and the ISS Program, engineering,
safety, and medical support teams
work together to manage day-to-day
operations of the most complicated
international laboratory ever built.

Before the Crew Reaches
Space

Mission integration and preparation
is organized through a Joint
Operations Panel (JOP), chaired

by the increment lead flight
director. All of the assigned flight
controllers, instructors, ISS Program
representatives, engineering and
safety team members, along with
partner teams supporting payload
operations and international partner
teams are members of the JOP. This

team will review new operations,
priority adjustments or requests from
ISS Program management, new
candidates for complex tasks such as
extravehicular activities (EVAs) or
vehicle relocations from one docking
port to another, and new data on ISS
systems performance.

The team also reviews any significant
changes being made to crew training
and, in some cases, participates

in the actual training events. For
example, each crew of six holds one
emergency scenarios training event
during a time when both sets of three
crew members are in Houston. The
lead flight director, along with his or
her lead training team, will observe
the event (Figure 1).

The flight director and flight
controllers assigned to lead that
activity might also observe other
significant training events, such as
EVA training in the Neutral Buoyancy
Laboratory or rendezvous training on
the simulator for visiting vehicles.
Flight control team members take
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Figure 1. Expedition 49 astronauts and cosmonauts discuss an emergency scenario exercise with
the training team and the lead flight director. From left to right: Andrei Borisenko, Interpreter Ksenia
Shelkova, Sergey Ryzhikov, Shane Kimbrough, instructors Amy Holloway-Margiolos (standing), Bobby
Fard, and Elisca Hicks, and Flight Director Amit Kshatriya (standing).
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every opportunity to make sure
they understand the crew members’
perspective and how they work
together in complex operations and
critical scenarios.

In the month leading up to the
beginning of the increment, the
various teams within NASA and at the
international partner agencies conduct
a series of Flight Readiness Reviews,
culminating with a final review led by
NASA Associate Administrator for
Human Exploration and Operations
William Gerstenmaier. At this review,
the ISS Program and all supporting
teams confirm readiness for the
beginning of the new increment, the
landing of the Soyuz with the current
ISS commander and crew, and the
launch of the next Soyuz.

Three weeks before the increment
begins, the real-time process “kicks
in” for mission planning. At this
point, the increment team starts to
participate in day-to-day planning
and integration in Mission Control.
About 1 week before launch, most of
the planning process is being done for
the new increment. By the time the
new ISS commander has taken charge
on board, the increment lead flight
director and his or her team is well
and truly installed in Mission Control.

A Day in Space—and on
the Ground

At about 7:30 a.m. (0730 Greenwich
Mean Time [GMT]), flight control
teams in Houston, Huntsville,
Munich, Tsukuba, and Moscow

wait for the ISS commander to make
the call that marks the official start
of the workday for the crew on
board the ISS:

“Houston, Station—good morning!
We are ready for the morning DPC.”

Each morning’s Daily Planning
Conference (DPC) gives the flight
control teams a chance to ask
questions and provide any late-
breaking news or updates to the plan
for the day. Houston starts things

off with general items and anything
related to core US Segment systems.
If needed, the other four United
States On-orbit Segment (USOS)
centers take their turns: Huntsville for
the NASA experiments and related
systems; Munich for the Columbus
module and European Space Agency
experiments; and Tsukuba for the
Kibo module and Japan Aerospace
Exploration Agency experiments. All
of these conversations are in English.
Once the USOS operations have
been covered, it is Moscow’s turn to
address anything related to Russian

Segment systems and experiment
operations. This part of the
conference is in Russian. The whole
morning DPC may take anywhere
from 2 to 15 minutes, depending on
the complexity of that day’s plan.

By the time this conference takes
place, the crew members have been
awake for about 1.5 hours. That
early morning time is set aside for
their normal waking-up routines,
creatively labeled “post sleep” on
the crew’s timeline. They also look
at the ISS version of the morning
news: a message sent up every
workday and once per weekend
called the Daily Summary, which
is used to ask/answer questions and
provide key pieces of data that might
be too detailed or too repetitive to

“Morning,” to the crew, has nothing to do with sunrise. The ISS orbits the
Earth once every 90 minutes, thus the crew sees the sun rise and set every
hour and a half—that’s 15 or 16 times each day. Instead, a common time
zone needed to be selected so that the crew—and all of the teams on
Earth—are on the same clock. The ISS Program picked Greenwich Mean
Time (GMT), also known as Coordinated Universal Time (UTC) or “Zulu”
time. The crew gets up at about 0600 GMT, starts work around 0800,
ends the workday at about 1700 GMT, and goes to bed at 2130 GMT.
This means the crew’s workday most closely lines up with the Columbus
Control Center workday in Munich, with Moscow just a couple hours
ahead. For the Kibo team in Tsukuba, the crew’s workday begins in late
afternoon, while for Houston and Huntsville, crew members wake up in
the middle of the ground controller’s night. Although flight control teams
are on console in all those locations, 24 hours every day, the teams tend
to plan complex or intensive activities to line up, as much as possible,

with local working hours. This applies especially when it comes to major
systems maintenance or assembly of new equipment—i.e., activities that
might need extra support from specialist engineering or support teams.
Thus, major Kibo, Columbus, and Russian Segment systems work tends
to be scheduled in the crew morning, while NASA tends to schedule major
work on its systems, or in its modules, later in the crew day. Science
activities and related support work are scheduled throughout the day for
investigative teams around the world.
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Figure 2. Flight Engineer Kjell Lindgren is photographed in the US Laboratory as he prepares one of the lockers for installation of the Common

Communications for Visiting Vehicle hardware that will be used by the new commercial crew vehicles (Chapter 14).

talk through in the morning DPC.
On some mornings, crew members
are also busy with life sciences

and medical data collection—e.g.,
drawing blood samples, etc.—in
which case some post-sleep time is
blocked for them after DPC to make
up for their early activities.

Once the DPC is complete, the

crew day begins. A video camera is
turned on, and is usually in the US
Laboratory module, Destiny, which
is generally a thoroughfare for most
of the crew. If science or other work
is planned in other modules, cameras
will be used in those places, as well.
The ability to see the crew members,
sometimes looking “over their
shoulder” to follow their activities,
helps the team on the ground
understand the situation on board,
anticipate questions, and turn around
answers more effectively (Figure 2).

But the video is treated with special
care. After all, the ISS is not just

a laboratory: it is where the crew
members live. Cameras are not used
outside their scheduled working week,
or in areas where a private activity
such as a family conference, medical
checkup, or exercise is taking place.

Morning DPC occurs around

1:30 a.m. in Houston—basically

in the middle of the night for the
flight controllers. Mission Control
is quiet at this hour. Usually, only
the flight director, core systems
team, and any specialists needed to
support the crew’s morning activities
are on console. On a good day,

the increment team is at home and
asleep. As the increment team starts
to wake up in Houston—around
the crew’s lunchtime—they start
checking in with the real-time team
to see how things are going. Unless
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they got called in overnight for a
problem, or came in early to watch

a particular activity, the increment
lead flight controllers will start by
reading their discipline’s console
logs from the past few shifts. This
tells them what has happened in their
system, maybe what agreements have
been reached with their international
partner counterparts, or what
questions have come up from the
crew or other team members. Some
mornings, everything checks out as
expected. However, most of the time,
something unexpected is documented
in the logs or on the crew’s timeline,
which means the flight controller’s
first order of business will be to
figure out what went wrong, or what
needs to be replanned.

The increment lead flight director also
hits the ground running by reading
the console logs. He or she checks



Figure 3. Lead Increment 44 Flight Director Michael Lammers works in the Flight Director’s Suite, a small

office that overlooks the ISS Mission Control room in Houston.

in with other team members and ISS
organizations as appropriate, given
that day’s activities (Figure 3). Then
the meetings begin, sometimes as
early as 6:00 a.m., Houston time.
The ISS Mission Management
Team (IMMT) meets twice a

week. The IMMT is chaired by

by the ISS Operations Integration
Manager Kenneth Todd and includes
representatives from each of the
international partner agencies, and
from all offices within NASA’s ISS
Program as well as flight operations,
safety, engineering, and health

and medical. The IMMT approves
mission priorities and real-time
Flight Rule changes and waivers, and
conducts final readiness reviews for
major activities including launches,
dockings, landings, and EVAs,

and dispositions major anomaly
investigations. The chairperson
usually conducts a series of one-
on-one tag ups with various partner
agencies and commercial vehicle
teams before each IMMT. The
increment lead flight director supports

the process, as well. Twice a week, the
NASA team meets internally with the
ISS Operations integration manager at
an operations tag up for more focused
review of NASA internal topics,
sometimes in preparation for an
upcoming IMMT presentation to the
rest of the partnership. Owing to the
continuous operation of the ISS and
the complexity of the systems, daily
meetings between the operations team,
the engineering support team, and the
integration manager normally occur in
between these more formal reviews.

In parallel, the crew continues to
follow the timeline. Each crew
member is scheduled for two daily
exercise sessions (Figure 4). The
ISS has two treadmills and two
stationary bikes— one of each in the
Russian Segment and US Segment.
The equipment also includes one
resistive exercise system for strength
training. Managing to get all six crew
members scheduled for the exercise
they need without double-booking
the associated equipment can be a
tricky planning problem, particularly
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on days when maintenance is needed
on any of the exercise equipment, or
even on other systems nearby.

One hour of each crew member’s day
is set aside for the “midday meal.”
Attempts are made to line these up
for all, or most, of the crew. The crew
members can use this time as they
see fit. This is a chance for them to
take a break during a busy day, grab
a bite to eat, and maybe hang out
with their crewmates for a bit before
getting into the afternoon schedule.
Aligning the times for the entire crew
also provides psychological support
for long missions away from friends
and family.

As the afternoon progresses, the
ground teams—in addition to
following along with the crew
members as they work through the
timeline—are reviewing and updating
the next day’s plan. The goal is to get
an updated version on board before
about 1730 GMT so that it is on board
when the evening DPC takes place
about an hour later. The evening DPC
starts with a crew call to Houston, as
with the morning DPC. The calls then
go around the world to control teams
again for any comments, questions,
answers, and last-minute bits of news
from the day, ending with Moscow.
As soon as the DPC concludes, the
crew’s workday is officially over.

All interior camera views are turned
off to provide the astronauts privacy
during their “evening” time. Except
for occasional conferences or short
research activities, the crew’s evening
is marked “presleep” on the timeline,
followed by a 9.5-hour stretch marked
“sleep.” NASA does not track how
they use that time, and no one calls
the crew members or otherwise
disturbs them unless their help is
needed right away to deal with a
major problem on board.



Isolation System in the US Laboratory. Each crew member is scheduled for two exercise sessions per day.

The workday never really ends for
the flight control teams. Most of

the teams—Houston, Huntsville,
Munich, Tsukuba—split the day into
three shifts of 9 hours, with an hour

of overlap for the teams to hand over.
In Moscow, the flight control team
works a full 24-hour shift, handing
over just before morning DPC, at the
start of the workday in Moscow.
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The flight control teams on console
are responsible for putting together
the detailed timelines for the
upcoming 7 days based on ISS
Program requirements and direction
from the increment flight control
team. As discussed above, before
the end of each crew workday, the
ground teams will review and discuss
any major changes for the next day’s
timeline so that the crew can be
informed as to what will be discussed
during the evening DPC. The team
may make additional changes while
the crew sleeps, or may simply

“fill in the blanks” by attaching
procedures and messages to provide
all the detail the crew and flight
control teams will need to execute
the timeline. The console team

also typically reviews and updates
the “3-day-out” and “7-day-out”
timelines each day, so that they are
continually looking ahead a few days
to make sure all the details needed
to complete each day’s objectives
are captured in the plan. A standard
process described in Chapter 1,

with milestones throughout each
24-hour day and 7-day week, allows
all of the control teams a chance

to make inputs to each plan review
before the final timeline approved
and put on board for execution.

The detailed plan for the day might
not be finalized until a few hours
before the crew awakens, even if the
major objectives for that day were
selected weeks, or even months,
ahead of time.

The increment lead flight controllers
continue to hold JOPs as well, now
focusing on assuring all details
needed to support planned operations
are ready to go, including the
procedures, flight rules, analysis,

and any associated agreements

with international partners or



Figure 5. The Increment 40 JOP, working in Mission Control Center Houston, reviews current and future activities, and coordinates all the key elements
between the engineering and science teams as well as the international partners.

commercial providers (Figure 5). It performed, and their team in the the increment via the Current Stage
may take quite a bit of coordination Increment Management Center Requirements Document, which
and detailed development work to regularly review the Increment breaks down the 6-month Increment
put the procedures and supporting Requirements Definition Document Requirements Definition Document
material together as well as testing (see Chapter 1). Those priorities period into the stages defined

or simulating the process before are allocated to different stages in between major mission events—

a specific operation. The JOP
coordinates that work, and the
individual lead flight controllers spend
most of their days building those
detailed products for final review and
approval before they get attached

to the appropriate plan. Although
many activities have become routine,
the dynamic and evolving nature of
the ISS necessitates the continuous
development or modification of
many procedures.

The increment team, meanwhile, is
looking out at the weeks ahead, and
working to find homes for all the
activities that the ISS partnership has
agreed are priorities for this mission.
This is an ongoing process. The
increment manager, representatives

F &

Figure 6. Increment 44 Lead Flight Director Mike Lammers (sitting) discusses crew activities with
fellow Russian Flight Director Alexei Buchilin (far right) and his interpreter Paul Kharmats. The Russian
Space Agency houses several of its team members as part of the Moscow Support Group in Houston,
of the ISS Program office that while a number of NASA fiight controllers work in Moscow as part of the Houston Support Group.
ensure the right activities are being See also the Introduction.
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usually vehicle launches or landings.
The increment lead planning team
then works the stage priorities into
upcoming weekly plans. Once a
week, the increment lead flight
director and the whole team review
the next 3 weeks in the Weekly Plan
Review. Crew activities are assigned,
crew workday durations are tallied
up, task list items (“job jar” activities
that can be completed any time the
crew is free), and off-duty days or
holidays are planned at this meeting.
In addition, recent trends on system
performance, consumables usage,
and upcoming vehicle traffic are
accounted for, and associated on-
board activities may be adjusted.

In between meetings, the lead flight
director, who is set up in an office in
Mission Control (Figure 6), works
with all their counterparts, flight
control team members, and ISS
Program cohorts to address issues
and develop future priorities and
plans. On any given day, the flight
director may be working with people
who are down the hall, in the next
building, halfway around the world,
or just one time-zone away.

Time Off, Conferences,
and Celebrations

Unlike a Space Shuttle mission that
would last about 2 weeks at most,
an increment mission lasting 6
months is a long time and therefore
the crew members need time off

to prevent them from burning out.
Each expedition crew agrees upon
its holiday schedule prior to flight.
The crews need to decide this
together, since different countries
celebrate different holidays. Each
Soyuz crew gets about four holidays
during their 6-month stay. Some
crews end up celebrating both the
Eastern and Western Christmas

Figure 7. The crew shares a meal in the Node 1 during Christmas 2009. From left to right:
Japanese astronaut Soichi Noguchi, cosmonauts Maxim Suraev and Oleg Kotov, and American
astronauts T. J. Creamer and Jeffrey Williams (commander).

holidays (Figure 7). When those
holidays are also celebrated in one or
more of the partner Mission Control
Centers (MCCs), those teams get

to help the crew celebrate, and vice
versa. Sometimes, crew members
send food to Mission Control via
Earth-based friends and family. The
flight controllers will sometimes put
together a special message for the
crew, or uplink video views from
inside MCC to say “hello.” These
activities help keep morale high both
for the crew members, who are totally
isolated on the ISS, and the flight
controllers, who have to spend long
hours away from families during the
holidays to support operations.

In addition to holidays, crew
members receive regular time off.
They generally work Monday
through Friday, and have Saturday
and Sunday mostly to themselves.
Some time may be scheduled for
short stretches of work—e.g., routine
systems maintenance, housekeeping
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and cleaning, science or medical
sample collection—but on a normal
weekend, this time is limited to an
hour or so each day.

What do ISS crew members do with
time off? Yes, they have television —
when the ISS has a communication
link with the ground, MCC can route
video to an on-board computer.
Limited bandwidth means only a
couple of feeds can be sent at a time,
though, and MCC is in charge of
changing the channel. They have
internet access—not fast, and not

all the time, but they can tweet or
surf a bit. They can choose from an
impressive stash of digital videos
(mostly movies) on board. The
stash gets refreshed periodically—
sometimes with releases that have
yet to reach theaters. Many crew
members bring up supplies for their
own hobbies. For example, the ISS
has established quite a collection of
musical instruments over the years.
Models have been assembled, quilts




have been pieced, and art has been
made on board the ISS. See Figure 8.

The crew schedules conferences

every week with various folks on the
ground, for work and for personal
contact. Private video conferences for
each crew member with their family
are scheduled every weekend. Each
week, every crew member has a one-
on-one video conference with his or
her flight surgeon who monitors that
crew member’s health. Periodically,
the ISS Program manager and chief
of NASA’s Astronaut Office schedule
conferences with each crew member
to check in with them directly. Each
crew member can also organize a few
special conferences with whomever he
or she chooses while on board the ISS.

Crew members can make phone

calls via laptop—i.e., “voice-over
internet protocol” (see Chapter 13)—
and through that means can contact
family, friends, and colleagues any
time the ISS has the right kind of
communications link to the ground.
There is nothing quite like the
surprise of that first phone call from
space, and it provides a huge morale
boost to both the crew and the flight
control team to be able to have such a
direct line of communication.

At the end of each working week,
NASA’s lead flight director and the
lead Russian shift flight director
hold their own conferences with

the crew. These are often “working
discussions” where the ground teams
fill the crew in on any developments
regarding upcoming launches,
program decisions, or new activities,
and can answer questions about

any issues being tracked or worked
for the increment. It also is a time
for the crew and ground to relax and
unwind with some good-natured
kibitzing. In addition, since the flight
directors often act as advocates for

Figure 8. Examples of free time for the space station crews. Top: Dan Burbank, Expedition 30
commander, plays a guitar in the US Laboratory on December 16, 2011. Bottom: Expedition 45 crew
members watch an advance screening of the movie The Martian in the Unity Node 1. Clockwise

from left: Flight Engineer Oleg Kononenko, Flight Engineer Sergei Volkov, Commander Scott Kelly, and
Flight Engineer Mikhail Kornienko.

the crew with the rest of the ground
teams, these conferences are one
way for them to stay in sync with
each other on issues or concerns.

It can also be a good chance for
team building. When a complicated
maintenance activity is coming up,
for example, the flight director might
invite the Operations Support Officer
or the hardware owner (or both) to
come talk to the crew members in
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case they have questions about the
procedures. When crew members
from other international partner
agencies are on board, those teams
will hold a weekly conference with
their crew members, as well. Finally,
special working conferences will be
scheduled to help the crew prepare
for some complex operations, such as
complicated maintenance procedures,
EVAs, or visiting vehicle operations.



Every day is different, but they all have one thing in
common: the Red Line, which is either chasing you or you
are chasing it (see Chapter 1, Figure 7). All activities are
planned out—even exercising (mainly to accommodate all
the crew members on the limited equipment). But that’s
okay, because there is no way one individual could think
of all the things that need to be done, or prioritize them.

The main categories of activities are science,
maintenance, public relations and outreach events, and
robotics and spacewalks; however, the categories also
include installation of new or upgraded modules and
systems, since the things need to be fixed or added on
the inside and outside as the ISS continues to evolve.
The activity subject matter can range from the mundane
to the incredibly complicated. In any given week, you
could be updating the on-board computers, setting up
tools for a spacewalk, practicing grappling a free-flyer
spacecraft, fixing the toilet, fixing the water system,
inventorying food and supplies, sequencing DNA, setting
up for fire experiments, taking your own blood samples,
making contacts through Ham radio, and talking to the
NASA administrator, a Queen, or even the President of the
United States! The science never stops up here—we are
in microgravity and we can’t escape. Even cool science
experiments have mundane aspects, such as when we
had to clean the aquarium and remove air bubbles—
which, ironically, could kill the fish in weightlessness—for
some Medaka fish we were studying. Of course, we need
to plan time for exercise, eating, and hygiene as well.

Whether | had two other crewmates, such as on my first
expedition, or five as | did on my second visit, one key
element was that everyone has a great sense of humor,
even with all the different personalities. Humor is essential
to living in an environment like this.

We are always interacting with the people in Mission
Control. They are our team, our family. Our mood on the
ISS can dictate their mood in Mission Control. Likewise,
their mood in Mission Control can dictate our mood on the
ISS. We are symbiotic by the nature of our work together

on this complex and extraordinary station in space.
Mission Control watches our backs every night as they
monitor the station system. This allows us all to sleep on
the same schedule, thereby making us a stronger team.

On the ISS, we have to monitor ourselves and our
psychological health, as well as our physical health.

You can work all the time, but everyone needs a break.
Everyone needs a reserve in case of an emergency in

the middle of the night. To function normally, the space
station runs on a regular Earth workweek and workday.
We emphasize taking a break for lunch, but each person
needs to think ahead and plan his or her next meal. Some
of it needs to be hydrated or heated up, which takes time
for the water absorption. Best not to rush these things.
So, in the process of grabbing a bag of coffee and heating
up veggie quiche, we usually put some food in the heater
to be ready for lunchtime. The Russian food is generally
some type of meat with rice, noodles, and kasha, which is
best heated up. It’s hearty food! Part of the fun is seeing
what is available to eat. We eat out of a box for 10 days
or so. We don’t open another box until that box is done.
So, the philosophy was not to save something, because
someone else will eat it. Eat what you think is best that
day. There will be a new best thing the next day.

Often on the weekend, we try to have a family dinner
where everyone pitches in. We would all get our special
food and spread it out on our table. One time, we had
Azman’s sausages—something | was able to import from
Cleveland—cooked and sliced. Yum! Everyone loved
them. | was only able to save a couple for later. We had
corn tortilla chips with bean dip and jalapenos. One of
the very special packages we received from a recent
Progress flight included fresh garlic, lemons, apples, and
grapefruits fresh from Kazakhstan! Food and friendship
are all part of the maintaining our health—both physical
and psychological.

Luckily, exercise is part of our daily routine, and it is a
great stress reliever. Most folks also have space hobbies
that help them deal with stress—hobbies such as being
in contact with friends and family at home through the
IP phone or net meetings, doing self-designed science
experiments, taking videos and pictures, writing in a
journal, doing social media, etc.
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Complex Operations

Many days are anything but normal.
A vehicle launch and rendezvous, a
spacewalk, a failure on board—all
these events can rearrange the crew’s
working schedule, and require the
attention of a lot more specialists

on the ground. Most of the time, a
separate lead flight director and a
team of lead flight controllers and
other specialists are assigned to that
specific activity. This lead team
coordinates with the increment team
to make sure it is clear who will

do which tasks to prepare for and
execute the operation, and how the
right team members will coordinate
with the on-board ISS crew.

Planning an EVA is a complex
task for the ISS team and crew.
When everyone involved knows
far in advance that an increment
will include a spacewalk, and the

tasks for that spacewalk are well-
defined, the crew members can train
on those tasks before they launch,
and the flight controllers building
the EVA plan can account for their
specific experiences in training,
preferences, etc., as they put together
the final plan and procedures for the
EVA. Many times, however, one

or more spacewalks were added to
an increment to deal with failure

of critical hardware. Although

all EVA-certified astronauts get
preflight training on the significant
tasks involved in critical hardware
replacement or repair, in such cases
the flight control team does not
have a specific EVA timeline to
walk the crew through preflight.
Once the failure occurs, the flight
control team starts planning the
recovery spacewalk(s), and builds the
associated procedures and timelines
for the crew. This is typically done

via Team 4, which is described in
more detail in Chapter 20. A flight
director is assigned to manage that
effort and lead the team that will
support the EVA. This team will
coordinate with the increment lead
flight director to make sure all the
preparation and recovery tasks can
be integrated into the increment plan,
which is then brought to the IMMT
for final approval (Figure 9).

On the day of the spacewalk, the
designated crew members spend
several hours getting suited up and
ready to go outside. Once in their
suits, they execute a sequence of
steps to safely depressurize the
airlock so they can open the hatch
and go outside. An EVA timeline is
carefully choreographed ahead of
time, and the team on the ground is
supporting the crew literally every
step of the way up to and during the
spacewalk to respond to issues or

Figure 9. The Expedition 46 Team 4 flight controllers disc:
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uss how to repair the stranded Mobile Transporter in a meeting of the IMMT on December 18, 2015.



Figure 10. NASA Flight Director Dina Contella monitors the launch and docking of the Expedition

46/47 crew (Yuri Malenchenko, Tim Kopra, Tim Peake) on Soyuz from the Baikonur Cosmodrome in

Kazakhstan on December 15, 2015.

develop work-arounds in real time,
as needed. A spacewalk may take

6 or more hours outside. Once the
crew is back inside, a couple hours
of work is required to get the airlock
repressurized, get the crew members
out of their suits, and (essentially)
close up shop for the day.

Vehicle dockings can be just as
complex, especially for the ground
team, although in most cases the

ISS crew does not have as much

of the workload as on an EVA day.
In the weeks prior to the arrival of

a visiting vehicle, the lead team
assesses the ISS power requirements,
reviews any station attitude control
configuration changes or maneuvers
needed for rendezvous, and looks

at the trajectory of the incoming
spacecraft to determine positioning
constraints for any of the articulating
appendages such as the robotic arm,
solar arrays, or radiators. In most
cases, the team needs to feather at
least some solar arrays so that plumes

from the thrusters of that vehicle do
not hit the wrong part of the array,
which could cause structural loading
and/or contamination. Arrays that are
feathered generally are not producing
as much power as normal, so it might
be necessary to turn some systems off
to preserve margin on the batteries
during the rendezvous, as discussed
in Chapter 9.

ISS systems are configured for the
operation several hours ahead of

the vehicle arrival (Figure 10). As
much of the systems configuration
as possible is done from the ground,
but any system that the crew may use
during approach will be set up by
the crew. Depending on the vehicle,
that may include video cameras, the
robotic arm system, ship-to-ship
communications and monitoring, or
simply a still camera used by a crew
member at a window facing the right
direction. The crew will also prepare
the hatchway(s) and pressure check
hardware for use after docking.
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Back to Earth

As with any mission, the work

does not end just because the crew
has made it back to Earth, as seen

in Figure 11. Unlike getting the
astronauts from Houston to the
launch site where the crews take
commercial flights to Moscow and
then a Russian Space Agency plane
to the launch site, getting the crew
back to Houston expeditiously is

a major operation in itself. It is
important to return the crews as
quickly as possible to perform
postflight medical studies and begin
the rehabilitation to Earth’s gravity.
NASA uses a Gulfstream G3 aircraft
to fly the astronauts from Kazakhstan
back to Houston (Figure 12). With

a range of about 4,200 km (2,600
miles), the G3 cannot make the trip
with a single crew due to the long
duty day. Hence, it requires two flight
crews of three personnel (two pilots
and one flight engineer) to handle the
long transit time of about 19 hours.

Figure 11. The Soyuz is seen as it lands with
Expedition 43 Commander Terry Virts of NASA,
cosmonaut Anton Shkaplerov of the Russian
Federal Space Agency (Roscosmos), and
Italian astronaut Samantha Cristoforetti from
the European Space Agency near the town of
Zhezkazgan, Kazakhstan, on June 11, 2015.



Figure 12. The NASA Gulfstream G3 waits on the tarmac in Karagandy, Kazahkstan, in June 2016
to return the Expedition 47 astronauts Timothy Kopra and Tim Peak to Houston for postflight medical

studies and rehabilitation.

About 8 days before the crew is
expected to land, the first flight
crew flies commercial to Europe,
usually Scotland or Norway, and
waits for the G3 to arrive. The G3
departs Houston with the second

crew 4 to 5 days prior to the landing.

The two crews swap in Europe,

and then the G3 continues to
Kazakhstan to await the return of
the crew. The crews swap again
when the G3 arrives in Europe and
the first crew returns on commercial
airlines the next day.

Postflight medical evaluations and
debriefs with the various specialist
teams take up several weeks of the
returning crew’s schedules. The
crew members are asked about
their experience on board with key
systems, procedures, payloads, and
activities. Their feedback helps

the team improve operations and
overall support. Just as during flight
preparation, this process can include
international travel, although as
much postflight activity as possible

is planned to take place in the crew
member’s home country.

The increment lead flight director
schedules a lessons-learned JOP,

at which the lead flight controllers
discuss issues, gotchas, and process
improvements, and watch items for
upcoming increments. Major topics

from this discussion roll into a report
up to the ISS Program management,
where actions may be assigned to
track specific issues to resolution
before they can impact a future
increment team.

Fun, welcome-back events take
place, as well. Friends, family, and
colleagues may come to Ellington
Field in Houston to greet the returning
US astronauts, usually within a day
of landing. NASA hosts a welcome-
home ceremony and presentation

by the crew members of memorable
slides and videos from their time on
board for the personnel (and their
families) who supported the mission.

The increment lead flight director and
any lead flight directors for major
complex ops during the increment
have a difficult task at the end of

the mission: they have to pick the
flight controllers who will “hang

the plaque” in Mission Control.

This is a time-honored tradition in
Houston. A flight controller who
distinguished himself or herself
through work supporting the mission
gets to climb a ladder and hang the

After more than 24 trips to return astronauts to Houston, the Aircraft
Operations Division within the Flight Operations Directorate has proven
to be successful in its mission to get the crews back quickly and safely.
However, the flights are rarely routine. Weather can create challenges for
pilots, such as delays in departure and en route. Since a relief crew is
staged at a particular location, the G3 has to pass through or very near

that town. Even the best planning can run afoul, as was the case when
the Grimsvoétn volcano in Iceland erupted in May 2011 while the G3 was
in Kazakhstan awaiting the Soyuz landing. The team had to scramble

to move the Europe crew to a location in England, which involved
planning new routes at the last minute to complete the missions. NASA
replaced the G3 with a G5 aircraft with longer range to eliminate some
of these challenges.
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increment or mission plaque. The
plaque is the patch design that was
developed by the crew and placed
by the flight director’s console
during the increment. This event is
typically scheduled when the crew
can also attend; the on-board crew
via videoconference is tied in to the
event. Visitors to Mission Control
will see dozens of these plaques
hanging in the various flight control
rooms. See Figures 13 and 14.

Conclusion

Each increment takes a great deal
of teamwork between the flight
controllers and the crew. More than
a year before the astronauts fly, a
dedicated team of flight controllers
led by a flight director begins
training the crew and preparing all

Figure 13. On February 17, 2016, Operations Support Officer Chelsea Shepherd gets the honor
of hanging the plaque for her work during Increment 45. Behind her is lead increment flight director

Mike Lammers (center), flanked by astronauts Kjell Lindgren on his left and Kimiya Yui on his right. th? operations and .procedur.es that
In the background, Expedition 46 astronauts Scott Kelly (commander; on the right within the screen will be needed during that time
image), Tim Peake (image center), and Tim Kopra (image left) support the ceremony with a live video frame, and provides support as they
link from the ISS. complete training. Once the crew is

launched, the team is responsible for
all day-to-day operations. When the
time frame is over, the team reviews
what worked well and what did not,
handing that information to the next
team so that the operations continue
to improve. The crew and flight
controllers get very close, which is
important because the crew depends
heavily on the ground team. At the
end of the increment, an exhausted
team hands off to another team. A
flight director once compared the
process to climbing a mountain: It
starts off gradual, then becomes very
steep and requires a lot of hard work.
Then you reach the summit and are
glad you did it. By the time you get
Figure 14. Expediition 19/20 plaque-hanging ceremony in Mission Control on November 5, 2009. back to the bottom, you are ready to
Letft to right: astronaut Michael Barratt, Lead Flight Director Courtenay McMillan, cosmonaut Gennady do it all over again.

Padalka (behind McMillan), Telemetry Information Transfer and Attitude Navigation specialist Andrew

Lee, Ground Controller Mitch Venable, astronaut Koichi Wakata, and astronaut Tim Kopra. Lee and
Venable jointly hung the Soyuz TMA 14 plaque, as decided by McMillan.
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Chapter 3

Structure and
Mechanisms—
The International
Space station's
Skeleton



As on Earth, revolutionary
research in space often requires
a physical laboratory. Although
the International Space Station
(ISS) is a state-of-the-art research
facility, it is also an outpost in low-
Earth orbit that needs to sustain its
crew to enable the research being
performed. That means designing a
space station that provides a shelter
where the crew can live in a habitable
environment that is protected from
the dangerous conditions outside
Earth’s atmosphere. That shelter
needs supporting hardware to provide
power, methods for distribution

of that power, and computers

with software to control all of the
equipment. Facilities to support

the living quarters and life support
equipment inside the laboratory

are required, in addition to actual
research capabilities and facilities.

These hardware and software systems
are described in detail elsewhere in
this book. This chapter describes

the physical structures of the space
station as well as the various methods
used for assembling the spacecraft
over the course of numerous
assembly missions.

Primary Structure

The exterior of the ISS is made up of
multiple modules with a very long
truss structure running from side to
side, as seen in Figure 1.

The Integrated Truss System—or
simply “the truss”—centered atop the
US laboratory module, supports eight
large solar arrays (see Chapter 9),
mechanisms that allow those arrays to
track the sun, two large radiator beams
(see Chapter 11), and numerous
Orbital Replacement Units (ORUs).
ORU refers to any unit on the ISS
that is designed to be serviced,
repaired, or completely replaced.

module as it was being upgraded from a short-duration Multi-Purpose Logistics Module to become the
Permanent Multipurpose Module. Numerous elements of the module’s structure are visible, including the
hatch, rack panels, bulkhead, ducting, and module feedthroughs—all aspects discussed in this chapter.

The ORUs on the truss include
power distribution and conversion
devices, Multiplexer/DeMultiplexers
(MDMs) (see Chapter 5), pumps,

sensors, and numerous research
projects and experiments that
need to be exposed directly to the
unpressurized space environment.

Figure 1. Assembly Complete configuration of the ISS as of July 2011.
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Figure 2. Left image is the empty payload bay of orbiter Endeavour. The front of the payload bay is to the right where the Orbiter Dock/ng System is /nsz‘a//ed
and two flight deck windows are visible. The payload bay was 4.6 m (15 fi) in diameter and 18 m (60 i) in length. This meant any cargo in the payload bay
could be no larger than a 4.6 m (15 fi) diameter cylinder. The right image is the payload bay configuration for Space Transportation System (STS)-130/1SS-20A
with Node 3 and Cupola as the primary cargo. Notice how the cylindrical shape of the module conforms to the shape of the payload bay.

The truss also contains wiring and
plumbing to connect all the ORUs.

The Mobile Transporter and the
Mobile Base System are mounted to
arail system on the front face of the
truss. The Mobile Transporter can

be moved to one of eight different
worksites along the length of the
truss. The space station’s robotic arm
can be based on the Mobile Base
System at any of these worksites. It is
this mobility of the arm that enabled
the assembly of the station’s truss and
modules. These systems are covered
in more detail in the Chapter 15.

The cylindrical modules of the
ISS—be they American, European,
Japanese, or Russian—connect to each
other to create a pressurized habitat
where the crew lives and works in a
shirtsleeve environment. The pressure
inside the modules is maintained near
Earth’s sea-level pressure, which is
approximately 760 mm Hg (1 atm

or 14.7 psi). The pressure outside

the modules is essentially zero. That
means the module structures must
withstand an immense pressure

force (760 mm Hg / 14.7 psi) across
every facet of its pressure-containing
shell. The cylindrical shape of the
modules is a strong shape that readily
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withstands this pressure. As seen

in Figures 2 and 3, this shape also
conforms to the shape of the Space
Shuttle payload bay (for US Segment
modules) and launch vehicle fairings
(for Russian modules).

Although the primary purpose of
the pressurized modules is to keep
the atmosphere in, and thus keep
the crew alive, the modules must
have feedthroughs to allow fluids
(liquid and gas), power, and data to

Figure 3. The US Laboratory module, Destiny, is supported by a frame that allows it to be rotated as it
is being built. The reinforcing ribs that make up a waffle pattern that crisscrosses the primary pressure
shell of the module can be seen. These pieces are normally under the orbital debris shielding and
thermal insulation that makes each module appear smooth and round (as with Node 3 in Figure 2).
This reinforcement is what gives each module enough strength to contain the atmospheric pressure
that allows the crews to work in a shirtsleeve environment.



transfer between the inside and the
outside (Figure 4). The feedthroughs
are designed to ensure the holes

in the module have at least two Cabin
seals to vacuum. Additionally, the F Vent Valve
) . eedthroughs
internal pieces of each feedthrough

are specially sealed and tested to
ensure no leaks occur from the cabin
out to space through the connector.
Every effort was made to minimize

9 Figure 4.

& The interior of
' the Permanent
Multipurpose
Module pressure
shell endcone
with a number
.| of power, data,
| and gas
feedthroughs.
Each electrical
feedthrough in

the number of items that must cross this photo is

the pressure shell of the modules to Group of | approximately

minimize the risk of air leaks. Electrical 4.cm (1.5 )
Feedthroughs in diameter.

Hatchways are also feedthroughs

that provide a means to get into and

out of each module (reference the

“Hatches” section of this chapter).

Windows provide a means for

science experiments to study the

Earth, for crew members to view

their home planet, and for the

operation of a number of educational ~ Pressurized Module system (Figure 5), this system does

programs. Windows are essentially Assembly not allow for large hatchways that

large feedthroughs with optical can accommodate transferring large

panes installed instead of power Although the Russian modules of objects, including various payload

or data connectors (reference the the ISS are all connected using an racks (reference the “Racks” section

“Windows on the World” section of automated “probe-and-cone” docking of this chapter), between modules.

this chapter).

Each of the holes in the primary
structure of the modules for these
feedthroughs was designed and
reviewed for its ability to keep

the atmosphere in and keep the
crew safe. Each feedthrough is
required to have at least two seals
to the vacuum of space. Even with
these precautions, the ISS crews

are trained extensively on how to
handle unexpected depressurizations
that are either due to a failure in

a seal of a module feedthrough or
from an impact by orbital debris.
Crew members are equipped with
emergency response procedures and
equipment that they can use to try
to pinpoint the leak location and
attempt to repair it.

Figure 5. The probe docking mechanism of an incoming Progress cargo vehicle. This funnel-shaped
probe interfaces with a receiving cone on the docking mechanisms of the Russian segment of the
space station. The hatchway that the crew will translate through after docking, which is the space
inside the two orange rubber o-rings, is 80 cm (31.5 in.) in diameter.
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Figure 6. Top image: ISS as it appeared to the crew of STS-92/1SS-3A (2000) as they approached
the space station. Middle image: The first assembly of ISS components using the CBM. Astronaut
Peter J. K. (Jeff) Wisoff monitors as the crew of the orbiter uses the robotic arm to bring the Z1 truss
(CBM at the top of the image) toward being ready to be latched by the active CBM of Node 1 (CBM at
the bottom of the image). Bottom image: ISS as it appeared to the crew members as they departed the
space station. Note that not only was the Z1 truss installed, but also the Pressurized Mating Adapter 3
on to Node 1, opposite the Z1 truss (bottom of Node 1 in this photo).

The hatchways of US Segment
modules are larger than the Russian
or Space Shuttle hatchways to
accommodate the transfer of larger
hardware. This larger interface
required a different attachment
mechanism that would hold the
modules together in a way that could
withstand larger forces. These forces
are greater than those experienced
by the Russian or shuttle docking
interfaces due to having a larger
surface area exposed to vacuum on
one side and the sea-level pressures
of a shirtsleeve environment on the
other side.

As shown in Figures 6 and 7, the
Common Berthing Mechanism
(CBM) is a complex collection of
latches, bolts, Ready to Latch (RTL)
indicators (reference the “Finding
Ready to Latch” section of this
chapter), and computers to control
this equipment. This system can be
operated by either the ground or

the crew; extravehicular activities
(EVAs) (i.e., spacewalks) are not
required to use this mechanism,
unlike some of the truss attachment
systems. Once a new module is
close enough to the ISS (RTL), four
latches on the ISS side (usually a
Node module) are used to reach out
and “grab” the incoming module
and pull it closer. Alignment guides
ensure the bolts and nuts of the
mechanism are in line with each
other. Once the latches have pulled
the two halves together, bolts on

the active CBM are extended into
nuts on the passive CBM. Each

of the 16 bolts has a preload of
approximately 90 kN (20,230 1bs) of
force on it after the bolting sequence
is complete. That is the equivalent
of having the weight of just over six
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Figure 8. An example of a vestibule. This is the vestibule between Node 1 and Node 3 on
STS-130/1SS-20A (2010) before all the power, data, and fluid jumpers were connected. Power and
data cables for the active CBM are still installed (seen floating) but no jumpers are connected
yet to the large or small feedthroughs on Node 3 (the module with the closed hatch).

Passive Alignment
Structural Guide
Ring

Figure 7. Hardware component breakdown of
the active (top) and passive (bottom) halves of
the CBM. An RTL indicator is situated next to four
of the alignment guides on the active CBM (not
shown in the figure).

mid-size automobiles stacked on
each bolt/nut location. This keeps the
three seals between the two halves
securely compressed even with the
high pressure difference between

the ISS cabin and the vacuum of
space. Three seal beads on the CBM
interface provide fault tolerance. One :
seal bead can be scratched, leaking, y ‘\\
or damaged and the CBM will still Figure 9. The vestibule between Node 1 and Node 3 after it has been fully outfitted and a white cloth
have two good barriers between the closeout barrier has been installed to keep objects from getting trapped or lost inside the vestibule.
atmosphere and the vacuum.
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A vestibule is created between the

two hatches when the two modules are
connected. This is just like a vestibule
between two train cars. In this
vestibule area, the astronauts connect
gas (e.g., oxygen, nitrogen, air), water,
data, and electrical lines between the
two modules. All of these utilities

are connected inside the pressurized
area of the vestibule but outside

of the hatchway itself. This means

the utility lines can be connected
without an EVA, but the lines will

not run across the open hatchways

of the modules. For an example, see
Figures 8 and 9. This configuration
enables the crew to close the hatches
quickly to isolate a module in an
emergency, should it be required.

The CBM not only connects the
permanent US Segment modules
during ISS assembly, it is also used to
connect US cargo vehicles (e.g., H-11
Transfer Vehicle [HTV], Dragon,
and Cygnus) when they arrive. These
cargo vehicles use the CBM interface
because it provides capability for
transfer of both small cargo bags

and large hardware such as racks
between the cargo vehicle and the
ISS. Crewed vehicles use smaller
docking systems because large
hardware does not need to transfer
between the crewed vehicles and the
ISS. Docking mechanisms can also
release the docked spacecraft faster
than vehicles connected by CBM.

Each CBM location can be operated
multiple times, if needed. This
capability enables cargo vehicles

to be attached and detached from
CBM locations dedicated to cargo
operations. That CBM capability also
means that permanent ISS modules
can be detached and relocated to
alternate CBM locations, if needed.
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The early ISS assembly sequence had the Pressurized Mating Adapter
(PMA)2 docking adapter on the front of Node 1. The Space Shuttle brought
the US Laboratory to the ISS on STS-98/ISS-5A (2000). The orbiter docked
to PMAB, located on the bottom (nadir) side of Node 1. The astronauts
needed to remove PMAZ2 from the front of Node 1, put PMA2 somewhere,
install the US Laboratory on the front of Node 1, and then put PMA2 on
the front of the US Laboratory. To make this happen, an additional CBM
location was required to temporarily store PMA2 while the US Laboratory
was being installed. This need was realized early in the ISS design
development; therefore, a manually operated CBM that used only latches
(i.e., the Manual Berthing Mechanism (MBM]) was added to the front side
of the Z1 truss (Figure 10). This enabled the astronauts to move PMA2 to
this Z1 location and house it there temporarily while the US Laboratory was
being installed. The spacewalkers then released PMA2 from the MBM and
moved it robotically to the front of the US Laboratory. The MBM, while still
in place on the front of the Z1 truss, fulfilled its job during that mission and
has not been used since.

Figure 10. Photo of the ISS as STS-92/155-3A (2000) departed, showing the Z1 truss on
top of Node 1 with the large ring of the MBM on the front of the truss. The round and square
targets in the middle of the MBM are Space Vision System targets. The Space Vision System
is discussed in more detail later in this chapter.




Truss Assembly

The ISS is not solely a collection of
connected cylindrical modules in
which the crew can live and work.

In addition to these modules, the ISS
needs the additional truss structure
to support its eight solar arrays, its
external radiators, the equipment to
run all of those external systems, and
a place to mount the large number of
science experiments that are running
in the space vacuum.

This truss system, often called the
“backbone of the ISS,” is attached
to the US Laboratory module by

10 struts that connect to the center
SO truss segment. The truss was,

of course, not flown up as a single
unit. Rather, smaller truss segments
were flown up, and the truss was
assembled on orbit. As can be seen
in the image of the ISS in Figure 1,
one side of the truss system appears
to be a mirror image of the other
side—and that is indeed the case.
Not only are the truss segments
mirror images, the system hardware
installed on the truss is mirrored in
many places. For example, for the
Port Solar Alpha Rotary Joint, which
connects the P3 and P4 trusses (see
also Figure 3 in the Introduction and
Figure 8 in Chapter 9), to turn in

the same direction as the Starboard
rotary joint, ground controllers must
use commands with values that are
the negative of what is sent to the
Starboard joint. If this inverse-value
commanding were not performed,
the two joints would turn in opposite
directions because the joints are on

opposite sides of the truss but use the

same rotary joint control software.

Assembly of some of the truss
segments was completed using

only robotic arms and computer
commands. The computer-controlled
attachment mechanism, known as

the Segment-to-Segment Attachment
System, connects SO to S1, S1 to S3,
SO to P1, and P1 to P3. During EVAs,
astronauts used handheld power tools
to drive the interfacing bolts of the
Rocketdyne Truss Attachment System
for other truss segment connections,
namely the Z1 to P6 (during the

early ISS assembly time frame), S4
to S5, S5 to S6, P4 to P5, and P5 to
P6 connections (all the connections
outboard of the P3/S3 trusses).

The mechanical concept was

the same whether an automated
mechanism or a manual mechanism
was used—four large bolts on one
side of the truss segment were driven
securely into the receiving nuts of
the adjoining truss segment. All of
the major truss pieces, all of the
large components attached to the
trusses (some of which rotate), and
all of the hardware within the truss
segments are connected through
only four bolts/nuts at each truss
element interface. This entire truss,
which is 109 m (375.5 ft) in length,
is connected to the US Laboratory
module by 10 attachment struts.

Structural Health

A primary engineering concern is
how loading events can cause the
hardware of the ISS to fatigue over
time, which may impact how long
the engineering teams believe the
spacecraft structure can remain

in orbit without failing. With the
significant mass of the ISS and the
loads it experiences being handled
across the relatively few connecting
points of the truss, engineering

teams need to ensure their ground
models of the ISS structural stress
and loading match what is actually
being experienced by the vehicle. A
few of the various loads that the truss
must withstand include vibrations
from rotating equipment, crews
pushing off interior walls, contact
with a vehicle that is docking, and
thermal expansion and contraction.
The ground model comparison is
especially important in the assessment
on whether the lifetime of the ISS
hardware can be certified beyond the
original design life expectancy. A
number of instrumentation systems
have been installed both inside

the ISS pressurized modules and
externally on the ISS truss. These
systems—the Internal Wireless
Instrumentation System, the External
Wireless Instrumentation System,
and the Structural Dynamics
Measurement System, along with
others—collect engineering data

on the stress, strain, dynamics, and
accelerations imparted on the ISS
structure during various events

and stages of ISS assembly and
operations. These data are not only
useful for improving the accuracy of
ground engineering models to help
perform analysis for future events
such as upcoming vehicle dockings or
space station maneuvers, the data are
also useful for reconstructing what
impact past events may have had on
the ISS structure.

For example, in 2009, a
misconfiguration of some thruster
parameters during a reboost caused
the Service Module main engines

to pulse at a frequency that was a
harmonic with the ISS truss. This
essentially meant that the ISS truss,
along with the attached ISS modules,
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The heritage of the ISS design shows up in many different, oftentimes small,
ways. One of the larger but perhaps not as obvious instances is with the
naming of the truss segments. Although the ISS does not have an S2 truss
or a P2 truss, these truss segments were actually in the Space Station
Freedom design (the precursor design to the ISS). These truss segments

were going to house the thrusters needed to control the attitude and altitude
of Freedom. When the Russian Space Agency became an ISS Partner and
its modules took the role of housing the thrusters, the S2 and P2 truss
elements were no longer needed and were removed from the design. The
overall design was far enough along in development that it was decided to

not rename the other truss segments.

were flexing and bending at the same
time each thruster firing occurred.
Each thruster firing then further
excited or increased the bending and
loads being experienced by the ISS
structure. After the reboost, engineers
used structural measurement data

to assess any damage to the ISS
structure (none occurred) and the
potential impact to the overall
lifetime of the structure (engineers
noted a slight, nearly negligible
reduction in ISS structural life of
some components).

A household example might be akin
to having an off-balance load in a
clothes washer. In this situation,

the washer will “jump around” due

to the off-balanced load. This will
cause some wear and fatigue on the
spinning parts and structure of the
washer. A single off-balance event
will cause minimal impact or damage
to the washer. However, if the washer
ran with numerous off-balance loads
for long periods of time, the hardware
would degrade and the washer would
likely break or fail earlier than
designed or expected.
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Truss Attachment Sites

Another component of the two truss
attachment mechanisms is a capture
latch. This component was used in a
fashion similar to the latches on the
CBM. When a new piece of truss was
close enough (i.e., RTL) to the ISS
truss, the latch would be used to grab
a capture bar on the new truss and
draw it closer to the ISS truss. This
capture latch can best be pictured as
a large claw that would close around
that capture bar.

Due to its robust and adaptable
function, this capture latch/claw
design is used in many other places
externally on the ISS. As mentioned
previously, a number of science
experiments are mounted on the ISS
truss. Also, a large number of spare
parts are mounted on the truss for

use by spacewalkers or the Special
Purpose Dexterous Manipulator robot
to fix broken external hardware (see
Chapter 15). Spare parts and many
research experiments are attached to
large carrier platforms, either External
Stowage Platforms or Expedite the
PRocessing of Experiment to the

Space Station (ExXPRESS) Logistics
Carriers. These carriers are secured to
the truss using a Payload Attachment
System (PAS) or an Unpressurized
Cargo Common Attachment System
(UCCAS). These systems use
mechanisms that implement the
common capture latch design as well
as Umbilical Mating Assemblies
(UMAs). The UMAS provide power
and data from the ISS to the carrier.
Two UCCAS sites are located on

the P3 truss, and four PAS sites are
located on the S3 truss. Reference
Figure 4 in the Introduction to identify
the hardware carriers attached to

the S3 and P3 trusses on the ISS.

In that figure, the Alpha Magnetic
Spectrometer telescope is mounted to
one of the S3 PAS sites.

As has been pointed out, the
attachment mechanisms of the ISS
are required to hold a large amount
of mass and withstand significant
loading, bending, and vibration. The
mechanisms themselves must be

very robust and capable to ensure the
various designs will perform these
functions. Care had to be taken during
assembly operations using these
mechanisms to make certain that the
mechanisms, while actuating latches
or bolts, were operated in a specific
sequence. This sequence was analyzed
prior to the operation to ensure the
use, or a failure of a component
during that use, would not cause
damage to any of the ISS hardware
involved (including the robotic arm).
This is just one more example where
the operations and engineering teams
worked closely together to ensure the
method of operations planned by the
operations teams would stay within
the limits analyzed by the engineering
teams (often integrated by the End-to-
End Berthing Integration Team).



Finding Ready to Latch

Assembling truss segments and
pressurized modules all start with

the same requirement—the new
component needs to be close enough
to its intended mating location to be
RTL. The actual RTL indicators look
different depending on the mechanism
being used, but they perform the
same function. The RTLs move when
touched by the incoming module/
truss. This movement signals to the
robotics operators (crew or ground)
that the new piece is indeed close
enough, and that use of the mechanism
can start. An example of this can be
seen in Figure 6 (middle). This image
from STS-92/ISS-3A (2000) shows
the passive CBM of the Z1 truss
being robotically brought close to the
active CBM of Node 1 Zenith prior to
achieving an RTL condition.

The robotics operators need to
know how well the new element is
positioned with respect to the ISS
mechanism prior to the element being
at the point of touching the RTLs.
Although the trusses and modules
are large, very little tolerance for
misalignment is allowed between
two pieces. The robotics operators
must precisely align the incoming
element so that it can touch those
RTL indicators.

Realizing this critical need for
assembly of the ISS in orbit, engineers
designed a computer-generated Space
Vision System (SVS). The SVS was
an optical system that used computer
evaluation of camera views to
precisely determine the misalignment
between the ISS and the new
component. Myriad SVS targets—
decals with white and black dots
(visible in Figure 10)—were installed
on modules and truss segments. Prior
to launch, the placement of these

FLIGHT RULE B12-111, PARAGRAPH A: During mating operations, when between

14 inches and 6 inches X-distance separation, the roll and lateral misalignments

shall ensure 9R+20L < 73 (depicted in diagram below). If this constraint is not maintained,
the operator must separate the PCBM and ACBM rings. The operator should back out in
the X direction until 14 inches of separation is met, or the corridor is reattained.

Roll vs. Translation to Ensure Proper Guide Meshing

Roll Angle (deg)

N WA OO N 0 ©

0.0 0.5 1.0 1.5 2.0

Risk of
Mis-meshing

25 3.0 3.5 4.0

Lateral Offset (in.)

Figure 11. A portion of Flight Rule B12-111 “CBM Capture (RMS Translation) Corridor Constraints”
that explains to the flight controllers how wobble (i.e., a combination of roll and lateral offsets) must be
controlled to ensure the CBM halves are properly aligned at the RTL position. Meshing occurs when the
CBM halves are separated between 15 cm and 35.5 ¢cm (6 in. and 14 in.). The lateral offset can range

between 0 cm and 10 cm (0 in. and 4 in.).

targets was measured precisely with
respect to various reference points on
the truss/module. This measurement
information was loaded into the vision
system computers of the robotic

arm. These computers, knowing

the precise location of the targets,
could then use camera views to
identify specific targets, precisely
compute misalignment information,
and provide that information to

the operators.

Unfortunately, an SVS solution could
only be obtained in orbital daylight
(which is roughly 45 minutes or less of
every orbit). The SVS was susceptible
to losing an acquired solution due to
sun reflection off the surfaces of the
trusses, modules, or orbiter, or if the
targets were obscured by shadows.
NASA successfully used the SVS
during early stages of ISS assembly;

however, the agency decided soon
after the first assembly mission
(STS-88/ISS-2A [1998]) that a new
“boresight” or centerline camera
misalignment system was needed.

Centerline camera systems were not
a new concept. The Space Shuttle
always used a centerline camera on
its docking mechanism window to
help crews make final alignments for
docking to the Mir space station and
to the ISS. Space Station Freedom,

a design precursor to the ISS, also
included use of a centerline camera
mounted on the ISS hatches to view
incoming modules through the hatch
windows to determine misalignments.

Although the SVS was ultimately
selected for use with the ISS in its
design phase, the centerline camera
was not completely removed from all
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Figure 12. The view of an incoming module that an astronaut sees on his or her Robotic Workstation

monitor from the CBCS camera. Green reference and targeting lines are computer generated by the
robotics system and drawn on top of the video image. These lines assist the crew in aligning the new
module. The four quadrants of red lights are reflections of light-emitting diodes around the CBCS
camera that are used to illuminate the CBCS target on the incoming element. The camera is looking at
the hatch window of the incoming module (Node 2 in this case) and the reflective CBCS target mounted

around the hatch window (red chevrons).

Freedom design drawings. As many
Freedom components were carried
into the ISS design with minimal
change, the US Segment ISS hatch
was the same hatch design as the one
originally created for Space Station
Freedom. The mounting points for

the centerline camera system were

not removed from the hatch design in
the conversion to the ISS. This meant
that when a centerline camera was
developed after the Node 1 mission,
the hatches already on orbit on Node 1
as well as the hatches on the modules
being assembled already had locations
in which to mount a centerline camera
to the hatch. Thus, the Centerline
Berthing Camera System (CBCS)—a
cousin to the initial design concept for
Space Station Freedom—was rapidly
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designed, certified, and implemented
to assist in berthing pressurized
modules to the ISS.

The CBM is relatively intolerant

to misalignments. When the two
halves are 35 cm (14 in.) apart,

only 5 degrees of wobble and
minimal roll and lateral offsets are
allowed (Figure 11). When it comes

to misalignments, operators are
concerned about both translational and
rotational errors. Lateral misalignment
is the offset in the up-and-down and
side-to-side directions relative to the
center of the CBM. Rotational errors
are measured in roll (twisting about
the center of the CBM) and wobble

(a combination of pitch-and-yaw
errors). By using the CBCS camera,
robotics operators who are looking

at a target on the hatch of the new
module coupled with a data overlay
on the robotics monitor (Figure 12)
can detect any misalignments and
adjust the position of the module until
all misalignments are within limits.
The operators can also determine the
proximity of the module (the target
gets bigger as it gets closer to the
camera) and whether it is about to
push one of the RTL indicators. CBCS
was first used on the STS-98/ISS-5A
mission in 2000; the camera was
mounted on Node 1 and used to
connect the US Laboratory to Node 1.
CBCS has been used successfully on
every pressurized module installation
since that time.

Unfortunately, a CBCS type of
system could not be designed swiftly
enough to assist in the connection

of the ISS truss segments. Instead,
those operations relied on the less-
user-friendly SVS along with the
on-the-scene direction from nearby
spacewalking astronauts. With these
astronauts in close proximity to the
massive truss segments helping guide
the installation, special care and
choreography was required to ensure
the crew was always safely away
from the truss connection points and
moving hardware.

An External Berthing Camera
System (EBCS) was, however,
installed on the S3 and P3 trusses.
This system is used to assist in
installing the cargo carriers to the
PAS and UCCAS sites. The targets
for this system are installed on the
S3 and P3 trusses, and the cameras
are installed on the cargo carriers.
This is the opposite of the CBCS
where the camera is attached to the
ISS, and the target is on the new/
upcoming hardware. The cameras
on the carriers receive their power
from the space station’s robotic arm



instead of from the truss (Figure 13).
This novel approach of putting the
cameras on the carrier and the passive
target on the truss enabled the EBCS
to be implemented on a schedule that
would not slow down the fast pace

of readying the truss segments for
launch and installation.

Due to the success of the CBCS and
EBCS camera systems, the Japanese
HTYV cargo vehicle uses a similar
HTYV Berthing Camera System to
assist with inserting its Exposed Pallet
(EP) back into HTV after it has been
removed from a temporary stowage
location on the Japanese Experiment
Module (JEM) Exposed Facility.

Secondary Structure

With the foundation and walls (the
primary structure) of the orbiting
laboratory built, the ISS needed to
be outfitted to actually be able to
accomplish its mission. “Secondary
structure” provides the means

for outfitting the laboratory. The
secondary structure is the equivalent
of elements such as wallboard,
light fixtures, flooring, and major
appliances in a home.

Docking Systems

One of the first necessary pieces of
secondary structure is a way for the
occupants of the ISS to get into the
space station. This means having a
method to dock a crewed vehicle.
The ISS is outfitted with six docking
ports. Four docking ports on the
Russian Segment use the Russian
probe-and-cone docking system.
Visiting Progress cargo ships, crewed
Soyuz ships, and the European
Automated Transfer Vehicle dock to

Figure 13. A photo of a monitor of the ISS robotics workstation during installation of an Expedite
the Processing of Experiments to the Space Station (i.e., EXPRESS) Logistics Carrier during the
STS-129/ISS-ULF3 mission in 2009. Similar to Figure 12, the monitor shows both a view from the
centerline camera as well as a green, digitally drawn graphical overlay. The robotics operators
(crew or ground) use the overlay lines to gauge the amount of misalignment between the target
(center of the picture) and the camera (ring of light-emitting diodes).

these ports. On the US Segment, the
Space Shuttle used a Russian docking
system called the Androgynous
Peripheral Attachment System
(APAS). The Space Shuttle used

this system to dock with the Russian
Mir space station as well as to the
ISS. Whereas the Space Shuttle had
the active half of the APAS, the ISS
had two docking ports with passive
APAS halves. These halves were
located on PMA2 and PMA3. After
the retirement of the Space Shuttle
fleet, the PMAs are being updated to
add International Docking Adapter
extensions to the passive APAS
halves. This will allow future crewed
vehicles to use a newer docking
mechanism, built off internationally
agreed-to standards, to dock to PMA2
and PMA3.

Shields Up!

One significant concern—in fact, one
of the ISS Top Program Risks—is
the orbital debris environment in
low-Earth orbit. The US Air Force
tracks large pieces of space debris
(i.e., debris larger than 10 cm [4 in.]
in diameter) and the ISS can perform
debris-avoidance maneuvers (see
Chapter 8) to change its orbit and
thereby avoid those objects. The
impact of a 10 cm (4 in.) object on
the ISS would have an explosive
force equivalent of 7 kg (15 Ibs) of
trinitrotoluene (i.e., TNT). Being able
to get out of the way of these large
debris pieces is an important part of
the overall strategy of ensuring the
ISS is not penetrated by orbital debris.
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Most mechanisms that involve joining two items together have a side that

is active and a side that is passive. The active side has all the hardware that
moves and all the computers needed to command and control that moving
hardware. That moveable hardware (e.g., latches or bolts) interfaces with
non-moving (passive) hardware on the other side of the interface. Examples of
passive hardware include nuts, non-moving hooks, latch capture plates, etc.
In some mechanisms, both halves have the same moveable hardware. In these
cases, one side of the mechanism is designated as active, and its hardware

is made to move while the hardware on the other side remains stationary and
passive. These roles could be reversed on a subsequent use. This setup for a
mechanism is termed an “androgynous” configuration. See Figure 14.

If the APAS were truly androgynous, the system on the ISS PMA or on the
orbiter could serve as the active half of the docking system. Although both
halves indeed had the same hooks and latches, the active hardware (i.e.,
motors, controlling computers, pyrotechnic bolts, etc.) was removed from
the ISS halves prior to launching the PMAs. That means the orbiter side was
always active. The ISS half of the docking mechanism hooks could not be
driven, and the explosive bolt pyrotechnics for releasing those hooks were
not installed. Should the hooks on the orbiter side have failed to release the
ISS, the orbiter side could have pyrotechnically separated its hooks (and,

thus, left that docking port permanently unusable). And, if for some reason the
pyrotechnics did not work either, a spacewalking astronaut could manually
separate the two docking system halves by removing 96 bolts around the
perimeter of the docking mechanism. Thankfully, that task was never required.

Figure 14. The two androgynous docking system alignment guides are about to overlap, as
seen out the orbiter’s aft flight deck window just prior to docking on STS-100/ISS-6A (2001).
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The orbital debris strategy must,
however, also deal with thousands
of smaller objects that cannot be
tracked and thus cannot be directly
avoided. The ISS modules—US
Segment, Russian Segment, and all
temporary crew and cargo vehicles—
are designed to protect against

the impact of very small (1 cm

[0.4 in.] diameter or smaller) debris.
This protection comes via another
secondary structure component,
debris shielding, which is described
in more detail in this section.

Debris too small to be tracked but
still too big to be assuredly stopped
by debris shielding could penetrate
the ISS shields and pressure shell.
The ISS crews are trained extensively
on how to respond to rapid cabin
depressurizations due to midsize
orbital debris penetrations, should one
ever occur. In these scenarios, crew
members first remove themselves
from the immediate area of impact,
ensure their rescue vehicles are not
leaking, and work to isolate the
module with the leak by closing
various module hatches.

In the event a piece of debris
penetrates the pressure shell of the
ISS, on-board tools and repair kits
help the crew pinpoint the leak/
penetration point (which could be

a very small hole, numerous small
holes, or a larger gash) and attempt to
repair the damage. Current on-board
repair kits should allow the crew to
repair holes up to 1.25 cm (0.5 in.) in
diameter, assuming enough reserve
time is available to find and repair the
leak. Reserve time is the calculated
time remaining before the cabin
pressure drops below 490 mm Hg
(9.5 psi). Once the pressure drops
that low, crew members must isolate
and seal off the leaking compartment
(if the location is known) or isolate



themselves in their return vehicle
and prepare for possible departure
from the ISS. To provide some time
margin, the crew is trained to seal
off a leaking compartment with 10
minutes of reserve time remaining.

Research efforts to develop the best
possible methods for mitigating the
risks and damage from debris impacts
have been ongoing for as long as
humans have been flying objects

in space. This research has been
conducted within NASA, academia,
industry, and internationally. The
potential outcome from debris
impacts puts risk on uncrewed
satellites as well as human-tended
spacecraft. For the ISS, the placement
and type of debris shielding varies
depending on the location of the area
being shielded and the duration of
time that module is on orbit. This

is all factored into an engineering
calculation called the Probability

of No Penetration. For more details
on the ISS Program response to the
Micrometeoroid and Orbital Debris
(MMOD) risk, reference the 2012
Aecrospace Safety Advisory Panel
Report at http.//oiir.hq.nasa.gov/asap/
reports.html.

Most US Segment debris shielding
employs hard aluminum panels
mounted atop the primary pressure
shell of the module. The thickness
and placement of debris shields
are based on the Probability of

No Penetration. Shields that will
face forward—i.e., the direction

in which the ISS is flying for most
operations—are generally thicker
since these areas have the higher
probability of being hit by debris.

The panels of the US Segment

debris shields are separated from the
pressure shell to create a gap between
the panel and the shell. This gap
serves two purposes. First, numerous

Node 2 module pressure shell. The final barrier
between debris and the internal pressurized
cabin. Note the waffle pattern on the aluminum
cylinder that helps increase the strength of the
shell, and the large longitudinal rings that create
barrel sections of the cylinder.

Once all the equipment that needs to be attached
to the pressure shell or run under the insulation
blankets is installed, the blankets themselves are
installed. These blankets are a thick composition
made of materials such as Nextel® and Keviar®.
These materials not only insulate the pressure
shell, they serve as another debris barrier where
MMOD energy is dissipated and debris is broken
into smaller fragments. This photo shows some of
the MLI blankets on the Joint Airfock.

Generally, a number of wire harnesses for
power or data, or fluid lines run outside the
pressure shell but underneath the MMOD shields
and insulation. Shown are some of the wires
running underneath MMOD shields of the

Node 2 module.

Once the MLI blankets are installed, the MMOD
shields can be installed. Some equipment, such
as these EVA handrails on Node 2, are also
installed onto the outside of the shields. The
shields are designed to be easily removable

by spacewalking astronauts to access the
equipment under the shields and MLI blankets.

Figure 15. The debris shielding of the Node 2 module starting at the top left with the pressure shell,
followed (top right) with various wire harness, followed (bottom left) by insulation materials, and finally

(bottom right) the outer debris shield panel.

utility lines and other hardware that
do not need to be in the pressurized
environment are underneath these
panels. This protects them from
exposure to the atomic oxygen of
the low-Earth orbit environment and
also protects them to some degree
from orbital debris. Second, a layer
of tough, insulating material called
Multilayer Insulation (MLI) is placed
between the debris panels and the

pressure shell. This provides another
debris barrier and thermal insulation
for the pressure shell. Figure 15
shows the build-up of this type of
debris shielding.

This shielding setup is a Stuffed
Whipple Shield design. When a
piece of debris strikes the debris
panel, some debris is stopped at that
point since it does not have enough
energy to penetrate the shielding.
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Some debris with higher energy will
penetrate the shielding. The debris
will lose energy and fracture into
multiple smaller pieces. These pieces
will travel through the insulation
material, which will cause the debris
fragments to continue to lose energy
and spread out from the point of
penetration. Debris that started
smaller than 1 cm will either not
make it to the primary pressure shell,
or will strike the pressure shell but
not penetrate.

Other areas of the ISS where the
likelihood of debris strikes and
penetration are lower, or areas that
are not habitable by the crew, may
be protected only by thick insulating
blankets. This is true for many areas
of the Russian Segment, especially
the shorter-duration Soyuz and
Progress vehicles. For this shielding,
the blanket properties and thickness
are such that the debris will be
stopped prior to penetrating the
pressure shell.

Hatches

As mentioned previously, one of the
larger feedthroughs in any module is
the hatchway. These hatchways enable
crew and cargo to pass between
modules. Each module has a hatch to
close off each hatchway vestibule for
each module to remain pressurized
before it is attached to the ISS, and to
allow for the isolation of the modules
in the event of a depressurization or
contaminated atmosphere. The US
Common Hatches are 1.2 m (50 in.)
square in size (Figures 16 and 17).
The hatch system is designed such
that when the hatch is closed, the
force of the internal module air
pressure pushes the hatch against the
bulkhead seals of the module and

Figure 16. The smooth internal side of a US Common Hatch. This side faces into each module. Note
the handle in the center right that the crew turns to latch or unlatch the hatch, a deployable handle at
the bottom center to engage or release the hatch from its stowed position, a valve in the bottom right
corner of the hatch used to equalize the pressure between the two sides of the hatch prior to opening
the hatch, and a window in the center of the hatch.

provides the sealing force. Latches hatches between modules and docked
are included on the hatches, but these vehicles (i.e., Progress, Soyuz, or
latches are only needed to ensure the Automated Transfer Vehicle). The
hatch is aligned with the bulkhead hatches on PMAs 1, 2, and 3 are also
and pulled close enough to the 80 cm (31.5 in.) in diameter, based on

module such that the air pressure can the Russian hatch design.

provide 'the sealing force. The latch Additional hatches on the ISS include
mechanisms also have a component .
the inner and outer hatches on the

called a “kicker” that pushes against .
the module bulkhead when the hatch Japanese Airlock and the outer egress
L bu W hatch of the Joint Airlock. The EV

is unlatched to help push the hatch off (for extravehicular) hatch on the Joint

the bulkhead. Airlock is the same Shuttle B-type
The round hatches of the Russian hatch that was found on the airlock
Segment modules are 80 cm (31.5in.)  of the orbiter. This is due to the fact
in diameter. This includes the hatches  that the Crewlock portion of the Joint
between module vestibules as well as  Airlock is actually an exact duplicate
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Windows on the World

The ISS has numerous windows.
These windows are large
feedthroughs that run the risk of
leaking; the large, fragile panes of
glass could easily be damaged by
orbital debris. It stands to reason
that the occupants of the Earth-
orbiting outpost would want to be
able to see the planet. Although the
windows enable crew members to
look down at their home, sightseeing
is far from the primary purpose

for those windows. In fact, the
windows on the ISS are positioned
primarily for scientific research and
educational purposes as well as for
enabling the crew to have situational
awareness of the space immediately
around the space station during
EVAs and robotic operations, and
during the approach or departure of
visiting vehicles.

The Service Module alone has

12 windows, most of which are
Earth facing. Other Russian Segment
modules contain a number of
windows, as well. Each US Segment
hatch also has a window, although
most windows on closed hatches

are usually covered by a protective
blanket on the outside or by stowage
bags on the inside, meaning that the
crew rarely uses the hatch windows
for viewing. The primary purpose

of the hatch windows is to view
incoming modules (reference the
“Finding Ready to Latch” section of
this chapter). Thus, an external flap
is left closed over the window to
protect it from orbital debris until a

Figure 17. The external side of the Permanent Multipurpose Module hatch prior to launch. The actual

hatch mechanisms and linkages are all on this side of the hatch—the side that faces space vacuum.
Note that both the internal side and the external side of the hatch have crank handles; the hatches can

be opened or closed from either side of the hatch. hatchway is intended to be connected
to a new module. Hatchways are also

of the orbiter airlock. The Crewlock Crewlock interface allows only the highly convenient locations inside

is attached to the larger Equipment Crewlock to be depressurized when the ISS where crews can temporarily

Lock of the airlock. A US Common crews go on EVAs (see Chapter 17). stow hardware that might be staged

Hatch at the Equipment Lock/ for an upcoming cargo vehicle. This

m CHAPTER 3 SYSTEMS: STRUCTURE AND MECHANISMS—THE INTERNATIONAL SPACE STATION’S SKELETON



.'

Doug Wheelock (shown in photo) about this module that has seven large windows.

staged hardware usually covers the
window of that particular hatch.

That leaves three primary window
locations for viewing events outside
the US Segment of the ISS for
research, educational events, or
crew viewing and photography. The
US Laboratory has a single, large-
diameter window (Figures 19-21).
Research experiments are mounted
into the Window Observation Rack
Facility, which is installed over the
top of this window, thus enabling
detailed observations of Earth. The
JEM has two large-diameter windows
on its port bulkhead; these windows
are used to monitor operations of the
JEM robotic arm, activities on the

JEM Exposed Facility, and operations
of the JEM Airlock. The Cupola is a
module of windows attached to the
bottom of Node 3 (Figure 18). It has
one large, round window at its center
and six trapezoidal windows around
its perimeter to provide a breathtaking
bay-window view of Earth. The
Cupola is used by the crew not only
for Earth viewing, but also to monitor
the arrival and departure of visiting
vehicles as well as EVAs and robotics
occurring on the bottom of the ISS.

The Earth-facing science window

in the US Laboratory was specially
designed and manufactured to support
scientific investigations. This was
accomplished through specific and

Figure 18. “The ‘Cupola’, attached to the nadir side of the space station, gives a panoramic view of our beautiful planet,” said Expedition 25 Commander

fine polishing specifications, and
through application of coatings on
the glass surfaces (as well as specific
decisions on which coatings to leave
off the window). This detail on the
US Laboratory window enables
excellent optical qualities that

allow the use of various cameras
and telescopes that operate in both
the visible and non-visible light
wavelengths. The windows in the
Laboratory, JEM, and Cupola, as
well as many of the windows in the
Service Module, are also protected
with shutters to ensure as little debris
as possible makes its way onto the
high-quality optical glass. These
shutters—some manually controlled
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Size (diameter) of common
ISS windows:

US hatch:
20.3cm (8in.)

US Laboratory:
51 cm (20 in.)
JEM (two):

51 cm (20 in.)

Cupola center:
70.6 cm (27.8 in.)

Cupola trapezoidal (six):
0.22 m area (322 in?)

Service Module Window #9:
48.3cm (19in.)

and some electrically controlled—
serve to reduce the exposure of the
outer window pane to contamination
from jet firings or material off-
gassing, provide debris shielding for
that outer pane, and block sunlight
from entering the ISS cabin.

None of the windows on the ISS are
composed of a single pane of glass,
nor is each pane as thin as one found
in a home window. Rather, two panes
of relatively thick glass maintain the
pressure integrity of the module and,
typically, there are additional thinner
protective panes on the inside and
outside of the window. That makes
for a total of four panes. The inner
protective pane (called the “scratch
pane,” as it is intended to prevent the
crews from inadvertently scratching
the glass pressure pane) can be
removed if necessary. A vacuum is
drawn on the inter-pane space to
prevent condensation from forming
between the two panes of window

Figure 19. Expedition 8 Commander Mike Foale using the Ultrasonic Leak Detector in 2004 to

]

pinpoint a small leak that had developed in one of the seals of the hose used to maintain a vacuum
between the panes of glass within the large window of the US Laboratory. Once the leak point was
identified, the hose was disconnected (which stopped the leak to space) until a replacement hose could

be flown to the space station.

Figure 20. The US Laboratory window with its shutter closed (noted by white cover visible through the
window) and protective box covering its vacuum flex hose. Clockwise from the box is the handwheel
crews use to open and close the shutter.

glass. That is the purpose of the flex
hose that Mike Foale is inspecting in
Figure 19. That flex hose also proved
to be an inviting hand hold for early
ISS crew members; over time, this
resulted in the development of a

small leak in that hose. A protective
box has now been installed over
these flex hoses to ensure they do
not get bumped and start leaking, as
shown in Figure 20.
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Window Assembly Components

Internal Pressure
Cover

Scratch Pane
Assembly

Pressure Pane
Assembly

Debris Pane
Assembly

LAB Structure

External Pressure
Cover

Window Panes

vacuum between
the two Pressure
Panes.

Internal Pressure Cover and
External Pressure Cover are
not nominally instafled.
Internal Pressure Cover is
installed in the event of &
pane failure or pane seal

Flex Hose -
Used to maintain

leak. External Pressure
Cover is installed when
raplacing a window pane.

Window Shutter
Handwheel
Assembly

| Window Shutter

/’/

Pressure Panes

Debris Pane

Figure 21. Overview of the US Laboratory window. Note that the flex hose was the source of the leak discussed in Chapter 16.

The design concept of these windows
is that any high-velocity debris
would hit the outermost debris pane,
followed by the outer pressure pane.
If the debris were going fast enough
to break through both panes, the
particles would be slowed enough
such that they would not penetrate
the inner pressure pane. As shown

in the diagram in Figure 21, this
design is similar to the Whipple
Shield design of the module debris
shields described earlier. The smaller
windows on the ISS, such as the US
hatch windows, have the same dual-
pressure pane design concept as well
as inner and outer protective covers.
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The windows of the US hatches,

US Laboratory, JEM, and Cupola are
designed to be replaceable in the event
a window pane breaks. An astronaut
would install an external pressure
cover over the window, via an EVA,
to replace the windows exposed to
space. The window would then be
removed from the inside of the ISS.
The windows themselves cannot be
removed by a spacewalking astronaut;
the removal must be done from the
pressurized environment of the ISS
cabin. Thus, if debris were to damage
both panes of a window and cause a
module to depressurize, it would not
be possible to replace that damaged

window. Instead, the crew would
install the external pressure cover, via
EVA, and repressurize the evacuated
module. The crew could then go into
that module and remove the window.

With the window removed, the

crew would install an internal
pressure cover over the window’s
hole until the new window was ready
to be installed. The pressure covers
are on orbit to provide a means to
respond to a broken window pane;
however, no spare windows are kept
on board the ISS. A spare would
need to be manufactured and flown
after the failure.




Racks

With a pressure shell, protective
debris shielding, and windows in
place, it is time to discuss a piece of
the ISS modules with which crews
interact on a continual basis. In the
US Segment, the cylindrical modules
are broken up into four quadrants.
For each module, there is a floor
(“deck™), ceiling (“overhead”), a
left side (“port”), and a right side
(“starboard”). An empty square-
shaped space runs the length of the
center of each module; this is where

the crews live and work (Figure 22).
A series of racks separate the pressure
shell from the crews’ living and
working space.

The numerous types of racks on the
ISS can be broken down into four
major categories. The avionics racks
contain the computers, fans, power
converters, air conditioners, etc.

that are required to keep the vehicle
functioning and the crew alive.
Payload racks house the various
science facilities and experiments that
are conducted. Crew support racks

=
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contain items such as the galley, food
refrigerators, food warmers, and the
toilet. (See Figures 23 through 28.)
Finally, there are stowage racks.

Given that stowage space is at a
premium on the ISS, the crew can
find stowage spaces not only in
dedicated stowage racks but also in
various compartments in all the other
racks. Stowage space is also found in
standoff areas, endcones, hatchways,
and pretty much any other nook and
cranny that may not have an alternate
dedicated use.

Figure 22. Cosmonaut Sergei Krikalev, flight engineer for the Expedition 1 crew, floats in the US Laboratory shortly after it was installed on STS-98/1SS-5A
(2000). The four walls are actually the front faces of different racks. Note the empty central corridor. This photo was taken before the numerous science racks

were launched and installed in the Laboratory.
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Figure 23. A view of the JEM from its Airlock looking starboard toward Node 2 and Columbus. The camera taking this photo would be in Bay 7 of the JPM.

The JPM1F2 location would be the second rack bay from the hatch on the forward wall (which is to the left in this picture). That means it would be the rack
bay covered by the white fabric panel on the left side of the image, second rack bay from the blue wall/hatchway.

The rack concept for the US relatively simple and straightforward  rack. As shown in Figure 23, spaces
Segment hearkens to similar interchangeability of avionics and exist between the top of one rack
concepts in use in laboratories and research experiments throughout and the bottom of the next. Lights,
research facilities on Earth. Using the US Segment. Each rack on the ventilation grids, power outlets, and
standard interfaces—i.e., interfaces ISS is held to the structure of its other equipment are installed in these
between rack and module as well as ISS module by four points—one areas of each module. These standoff
those inside each rack—allow for at each corner of the front of the areas are also where the racks
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Figure 24. Astronauts Ken Ham (top), STS-124 pilot, and Greg Chamitoff, Expedition 17 flight engineer, install various racks in the JEM module after it was

attached to the ISS on STS-124/15S-1J (2008). Some of the racks were launched in one location due to orbiter center of gravity requirements and needed to
be moved to their final locations after the module was attached to the ISS.

attach to the module. Pivot pins are
installed at the bottom of the rack.
This configuration allows the crew to
detach the two attachments at the top
of the rack and rotate the rack on its
two pivot pins. This gives the crew
generally simple access to the back
of the rack and to the pressure shell
of the module. This easy access is
important in the event the crew needs
to look for hull penetrations caused
by orbital debris.

Of course there is no “up” or “down”
in zero gravity, so how do the crews
remain properly oriented? All of

the lights within the module are
overhead and the air return grilles
are on the deck. The walls are port,
starboard, forward, or aft, depending
on where the module is located on
the ISS. (This system works well
for horizontal modules but can still
be confusing in the vertical modules
such as visiting cargo vehicles.)
When dealing specifically with a
rack, all references are made with
respect to the crew member facing
the rack with his or her feet being
toward the pivot brackets. That way,
the crew member always knows
where the top of the rack is located.

It can still be confusing to find
places inside the ISS because it is so
large. For that reason, the ISS as a
whole has a common location coding
scheme. The system for identifying

a location inside a pressurized
module includes the name of the
module, the rack bay, the particular
rack in that bay, and even a locker
within that rack.

For example, the location code
JPM1F2 D1 would be Japanese
Pressurized Module (JPM)1 (i.e.,
JPM1—commonly called the JEM),
Forward 2 (second rack bay from
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Figure 25. An example of an avionics rack. This is
the Moderate Temperature Thermal Control System
rack (see Chapter 11) in the US Laboratory with its
closeout panels removed, prior to it being installed at
the LAB1S6 location. On the left side of this rack is a
fluid pump that is covered by black insulation. On the
right half of this rack is a heat exchanger (top half)
and cabin fan (bottom half) that, together, make up
one of the Laboratory’s air-conditioning systems.

Figure 26. A payload rack, Expedite the Processing
of Experiments to the Space Station (EXPRESS) 4, in
the US Laboratory module during Expedition 4 (2002)
prior to it being relocated to the JEM. An EXPRESS
rack has a number of locker locations where smaller
payloads can be installed; these payloaas can get
power and data from the central area of the rack. The
smaller locker payloads can be exchanged regularly,
and can even be returned to the ground, if necessary.

Figure 27. The Waste and Hygiene Compartment (WHC), located at NOD3F4, is an example of a
rack designed for crew support. The WHC is the bathroom for the US Segment. To use this facility,
crew members close a privacy curtain (located approximately where the camera was located to
take this photo). Liquid waste enters a funnel at the end of the hose, as seen in the upper-right
corner of the above image. Solid waste goes into the solid waste receptable (metal can), as seen in
the middle of the image. Liquids and solids are drawn into their respective destinations by airflow
from a fan that runs when the WHC is powered on.
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the center of the ISS, the rack on the
forward wall of that rack bay), locker
D1 (a label is located on each locker
location; A and B are at the top of the
rack). This common location coding
system is also used as part of the
Inventory Management System, thus
enabling all equipment on the ISS to
be tracked to a specific location.

» Closeouts
Many of the racks and standoffs
e have closeout panels installed to
keep the ISS looking nice, to avoid
: _ numerous open holes and places
D - for items to get lost, to aid proper
Figure 28. The Fluids Integrated Rack (FIR) at LAB154 is an example of a payload facility rack. airflow through the station, and to aid
Here, Expedition 29 Commander Mike Fossum works on an experiment inside the glove box that is in fire suppression and prevention

part of the FIR rack (2071).

Figure 29. European Space Agency Astronaut Leopold Eyharts, Expedition 16 flight engineer, holds a closeout panel in the newly attached Columbus
laboratory during the STS-122/I1SS-1E (2008) mission. This panel bears the names of European engineers who built Columbus. Note the other white closeout

panels—both hard panels and soft fabric panels—inside Columbus.
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(Figure 29). These panels, held

in place by a few fasteners (that
sometimes get stuck and need to be
“convinced” to open), serve to close
out open spaces and provide a good
aesthetic for each module.

Conclusion

The structures of the ISS provide

the critical role of creating a stable
platform for the completion of the
space station’s mission of scientific
research and preparation for
exploration beyond Earth orbit. The
buildup of the ISS over time and
numerous international launches
created both unique challenges and
unique opportunities that have led

to a diverse and highly capable
structure. The remaining chapters will
explain how crew and ground teams
have used the capabilities provided by
these structures to ensure the crews
remain safe in their orbital home and
are able to perform their missions.
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Chapter 4 Day in the Life:

The Making of
a Mission



When all goes well, most space
missions do not garner any

real headlines or discussion in

the media. This absence of coverage
understates the amount of effort that

goes into making a mission successful.

All missions to the International
Space Station (ISS) possess common
characteristics. This chapter illustrates
this process by telling the story of

a “typical” ISS assembly mission.
During assembly missions, Space
Shuttles rendezvoused with the ISS,
crews transferred hardware (often a
completely new module), astronauts
conducted multiple spacewalks (i.e.,
extravehicular activities [EVAs]), and
NASA and its partners established
new capabilities. A team of flight
controllers, with Boeing engineering
support, worked around the clock
during each mission to ensure
everything went as planned, and to
intervene when it didn’t. The orbiter
would return to Earth after about

2 weeks, leaving the increment

crew behind to carry on while flight
directors and controllers working with
the ISS Program Office prepared for
the next mission.

Planning for such a mission began
several years in advance. Initially, the
program office detailed high-level
objectives that drove the specifics

of the mission. Approximately

1 year prior to launch, a group of
controllers, led by a flight director
whose full-time job was to prepare
for the mission, detailed development
of the mission timeline, wrote flight
rules and procedures, and planned
EVAs. A flight director and a team of
controllers were each assigned for the
two sides of a mission: Space Shuttle
and ISS. These represented the prime
teams for the mission. In addition,
another team was assigned to the ISS
increment (see the “Planning” section
of this chapter) where the mission
was scheduled to take place. The

ROBINSON

The STS-130/1SS-20A crew mission patch. Since the Cupola was a major new module, the perspective
represented here is the view of Earth from inside the module.

three flight directors worked closely
together to ensure everything was
integrated on both programs.

Change was ever-present in the
process of preparing for a mission as
priorities and needs shifted such as
when a major component on the ISS
required repair. In fact, change was
probably one of the most significant
issues a flight director confronted in
preparing for a mission. Needs and
objectives changed constantly as a
mission evolved: schedules might
have slipped; critical hardware
could have broken, thus requiring
immediate replacement; or a failure
on the space station may have driven
a late change. Therefore, the teams
had to continuously adapt.

Attention to detail, in any plan, is
critical. Careful planning and vigilance
reduces the chance of surprises or
failures. Even so, the flight director
and the team spent many a sleepless
night during the assembly missions
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wondering “What did we not think
of? What could possibly go wrong?”
Inevitably, things did go wrong.
Frequently things went wrong that no
one had ever considered. When this
happened, the experience, training and
preparation of the crew and the flight
control team came together to resolve
those problems as quickly and as
safely as possible.

Training was next. Once the timeline
was developed in significant detail,
flight control teams and crews
simulated the mission’s critical
activities. The Space Shuttle flight
control team conducted a number of
simulations with the shuttle crew,
focusing primarily on launch and
possible aborts. Likewise, the ISS
flight control team assigned to the
mission practiced activating the
module or other key tasks. However,
the increment crew members that
would be present during an assembly
mission were often scattered

around the world, preparing for




their increment or, in some cases,
already on board the ISS during
these flight-specific simulations.
Generic increment crews, often
composed of astronauts who had
already been crew members on the
ISS, played the parts of the actual
crews in these simulations. Space
Shuttle missions often changed
launch dates and sometimes even
order (see Introduction). Therefore,
multiple increment crews might
have needed to prepare for the same
shuttle mission, thus making training
even more challenging. Both teams
conducted several simulations, called
“joint sims,” to rehearse integrated
tasks such as rendezvous or handing
off the module between the robotic
arm of the orbiter and the arm of the
space station. Once a mission was
under way, the ISS increment team
ceded responsibility to the prime
station team and therefore did not
participate in the joint training. The
members of the training team were
very much part of the team, and they
would review the timeline and look
for issues to help the flight controllers
succeed during the flight.

Execution of the mission followed
all the training and preparation.

The execution phase—also called
“Fly”—included some of the most
intense and longest days faced by the
flight control teams. Tension built
prior to launch since a critical number
of operations were about to occur.
However, if everyone had done their
job, the teams were well prepared

to handle any situation. The flight
control teams tried to take a couple
of days off before launch to rest and
close out the last few details.

The 130th shuttle mission/32nd

ISS assembly mission—Space
Transportation System (STS)-130/
ISS-20A—took place over a 13-day
timespan in February 2010. The
core objective of the mission was to

attach the new Node 3 and Cupola
modules. The success of this and
many other tasks rested on the
shoulders of a highly competent and
passionate team that spent years
working to make it all happen. Most
of the challenges encountered along
the way actually occurred on the
surface of the Earth. Each challenge
was resolved, often in parallel, as the
team prepared for the actual mission.
With the impending retirement of the
Space Shuttle, it was a mission that
might never have happened.

Planning

The assembly sequence of the ISS,

as discussed in the Introduction,
underwent many changes over the
years. Once the plan laid out the
order of module assembly, the Space
Shuttle Program personnel managed
the complicated logistics years in
advance to ensure that an orbiter with
the right capability (e.g., light enough
for a heavy payload) was available
for the right mission. More detailed
preparation began a few years out
from a planned mission. In the case
of 20A, NASA assigned the core of
the ISS flight control team in the fall
0f 2007 to a mission that, at the time,
was possibly going to be the final
shuttle flight. The crew would be
assigned about 1 year prior to launch.
The STS-130/ISS-20A mission was
tasked to accomplish four primary
objectives during an estimated 11-day
mission, as defined by the Space
Shuttle Program and ISS Program.
These objectives included:

= Launch the orbiter with Node 3
module and Cupola

= Install Node 3 module on the
ISS (but do not activate or
connect anything)

» Transfer critical items
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= Land the orbiter

During one or more space station
increments after the mission, the
following would be accomplished:

» Attach the power and cooling lines
from Node 3 to the main systems
of the ISS

» De-mate the Cupola from its launch
configuration, at the end of Node 3
module (required for it to fit into the
orbiter’s cargo bay, see Figure 2 in
Chapter 3), and attach it the nadir
side of the module

» Relocate all the regenerative
life support systems and exercise
equipment to Node 3, which
was located throughout the US
On-orbit Segment

About 12 to 18 months in advance of
an assembly mission, NASA assigned
a lead from each Space Shuttle and
ISS discipline. The lead’s job was

to oversee every aspect of his or her
system throughout the process of
developing, training for, and executing
a mission. This included training the
astronauts—both the ISS expedition
and the Space Shuttle crews. A
designated flight director led and
directed each team during the mission
development as program requirements
and objectives were translated into a
timeline, flight rules, procedures, and
crew training. Besides being the point
of contact for developing the plan, the
discipline lead typically worked the
primary console shift for the mission.
Usually, the lead was a senior flight
controller who had supported multiple
previous missions as an off-shift
controller, a backup to a mission

lead, or a backroom controller (see
Introduction) before being assigned

a mission of his or her own. Some
flight controllers had the privilege

of working multiple missions as a
lead over the course of their careers.
Typically 6 to 12 months in advance



of a mission, the teams of a flight
controller and a flight director would
be assigned for the other two shifts
(missions always worked with three
9-hour shifts around the clock).

Several flight controllers had to be
assigned more than 2 years prior to
the STS-130/ISS-20A mission. These
assignments included the leads for
EVA, Operations Support Officer
(OSO0), and the Environmental Control
and Life Support System (ECLSS).
The lead EVA officer is usually one

of the first to be assigned to a mission
because spacewalks take a long

time to plan, train for, and execute.
However, the lead OSO would also

be busy on this flight because the
STS-130/ISS-20A mission involved

a lot of hardware changes and the
berthing of a module. In fact, because
the OSO task was so large, several
people were assigned at an early stage,
including one whose main job was to
focus on the Node 3 module whereas
a separate person focused on the
Cupola. Major changes to the ECLSS,
including additional components in
the regenerative environmental control
system, were scheduled to occur
during and after 20A.

Normally, mission preparation ramped
up slowly as the plan was developed,
first taking the major objectives

listed above and creating a timeline

as tasks were added. Preparation for
20A got off to a busy start as the ISS
Program officials considered changing
the location of Node 3 on the ISS.
Originally, the module was to hang
down in the nadir direction, pointing
toward the Earth with the Cupola
facing forward (the direction the ISS
flies around the Earth), as shown

in Figure 1. In this configuration,
NASA’s crewed vehicle, Orion, and
the Japan Aerospace Exploration
Agency’s uncrewed cargo ship, H-I1
Transfer Vehicle (HTV), were to

Cupola on Node 3
Nadir Port prior to
relocation

Cupola on Node 3
Forward Port after
relocation

Figure 1. Initially, the Node module was supposed to project nadir (teal blue silhouette); however, it
was changed to the port side. The Cupola would be launched on the end of Node 3 to fit in the cargo
bay of the orbiter, and then relocated to its permanent position through use of the robotic arm. Inset:
launch configuration of the module pair with Cupola on the end of Node 3.
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Figure 2. Drawing of the ISS now showing Node 3 berthed on the port side (red outline).

be attached to the space station at

the nadir side of Node 3. But it was
realized that interference could occur
with the Russian Mini-Research
Module projecting nadir from the
Functional Cargo Block module.

The nadir of the Mini-Research
Module was also to be the location
for the Soyuz and, possibly, Progress
vehicles. Although visiting vehicles
such as HTV, Orion, and Soyuz could
likely dock and undock with no
interference, the ISS Program officials
decided to ensure a certain amount of
clearance due to unexpected errors,
uncertainties in sensors, or systems
failures. A miscalculation could cause
a collision (similar to when a Progress
vehicle struck the Russian Mir station
in 1997 with US astronaut Michael
Foale on board), destroying a module,
or worse, the entire station.

To solve the clearance issue, ISS
Program officials asked whether
Node 3 module could be installed on
the port (left) direction off of Node 1,
as shown in Figure 1. Although the
berthing mechanisms were designed
to allow a module to be mounted in
any orientation, the plumbing to that

module was not as accommodating.
All of the ventilation lines, computer
circuits, water tubes, nitrogen lines,
and communication cables had been
installed years earlier in Node 1 under
the assumption that Node 3 would

be on the nadir. To place Node 3 on
the port side meant all these had to

be rerouted—in space. Furthermore,
the electrical power cables and the
external ammonia lines used for
cooling the Node electronics would
have to be rerouted. Figures 1 and 2
show the final proposed configuration.

As was typical of the flight control
and engineering teams, the question
was not whether they could do this,
but how they could make it work.
The first task was to figure out how to
modify the Node 1 module that was
already on orbit to accommodate the
change and make sure the hardware
and procedures could be done by the
ISS crew. The task was analogous

to modifying a bedroom by moving
the bathroom to the other side of the
room. The changes also would have
to be somehow verified in advance
to ensure that everything aligned
just right when Node 3 was installed
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during the mission. Node 1 was
already in orbit, so no direct fit checks
could be performed. The teams had
to use the Node 1 mock-up in the
training facility. The mission would
be a complete disaster if the shuttle
was launched and then Node 3 could
not be physically mated to Node 1.
Even if the modifications to Node 1
could be made, they had to be done
in the limited time available to the
astronauts with the training that could
be accommodated in the already-
packed training schedules. If the
modifications were not completed
before NASA retired the Space
Shuttle fleet, Node 3 module might
never make it to orbit.

The first of many issues arose as this
was being worked out. Although

the berthing mechanism could, in
principle, accommodate a module

in any one of four orientations 90
degrees apart, bumpers existed on
both modules to provide additional
protection when two modules were
mated. The result was that Node 3
could only be installed in two of four
orientations on Node 1. Either option
had the module lights on the back




wall (i.e., away from the direction

of motion) or the forward wall (i.e.,
toward the direction of motion) from
a crew perspective. This seemingly
minor issue was an important one for
the crew. No “up” or “down” exists
in space; therefore, any reference
frame is artificially introduced. The
lights on all of the other modules
were in the same orientation (on the
“ceiling”) to provide an “up.” If this
one module was different, it could be
disorienting for the crew, especially
during an emergency where visibility
was greatly reduced due to smoke. If
the node was rotated 90 degrees, the
lights would again be on the “ceiling.’
To do this, the bumpers from Node 3
would have to be removed and the
plumbing would have to be rerouted a
little differently on Node 1. Removing
the bumpers was relatively easy

with Node 3 still on the ground.

Since the plan was to gut Node 1, it
really didn’t matter where the lines
were routed; therefore, changing the
destination by a few more feet was
not an issue. The biggest roadblock
was actually external.

B

Two boxes—InterFace Heat
eXchangers (see Chapter 11)—are
located on the outside of Node 3
where the cool ammonia on the
outside removes heat from the internal
water lines. In the new orientation
for Node 3, an astronaut would not
be able to replace these units due

to interference from the Laboratory
module (Figure 3). Although the
likelihood of a failure was estimated
to be one failure in 29 years of
continuous operation, the impact was
significant: if either one of these heat
exchangers actually failed, half the
systems in Node 3 would have to be
shut down permanently. In 2007, the
hope was that the ISS would be flying
until at least 2028; therefore, the risk
was real enough to spend some time
considering the overall situation.

With support from the engineering
community, the flight control team
began to work out a plausible repair
scenario. If a heat exchanger needed
to be repaired, the team could unberth
Node 3 using the robotic arm, rotate
it 90 degrees, rebirth it temporarily,
perform the repair, and return it to its
normal configuration. This also meant
the crew would have to disconnect
the external ammonia cooling and
electrical power lines before the
operation started, and reconnect

them when done. At least two

EVAs would be added to any repair
operation, in addition to potentially
exposing the crew to toxic ammonia.
This whole process would not be a
trivial operation since everything in
Node 3 would have to be shut down
for days, if not weeks, while the crew
conducted multiple spacewalks and
never-before-performed robotics
operations. Since Node 3 would house
many of the vital life support systems,
shutting it down for any length of

m CHAPTER 4 DAY IN THE LIFE: THE MAKING OF A MISSION

Figure 3. A computer-
aided design drawing
showing an astronaut
working on Node 3 heat
exchanger with the
Laboratory module over
the left shoulder. Note
that there are just a few
centimeters (inches)

of clearance between
the astronaut’s life
support backpack and
== the Laboratory module.
It would be nearly
impossible to work in
such a small area without
banging into the module
and possibly damaging
the spacesuit.

time would impact the mission. The
solution was to lengthen the electrical
lines significantly so that they would
not have to be disconnected (the
ammonia lines already had enough
slack in them to remain connected).
This complicated pas de deux took
several months to work out with
confidence, and included several

test dives in the Neutral Buoyancy
Laboratory (NBL). Once the team
was comfortable that this repair could
be performed, if ever needed, it was
agreed to reorient the module to make
it seem more natural for the crew.

Making the modifications to Node 1
would require extensive work. The
OSO team estimated that at least

120 man-hours would be needed to
modify Node 1 on orbit. To add to
the difficulty, some tasks could not
be performed prior to the installation
of Node 3. For example, water and
oxygen lines run between the modules
(see Chapter 3). If Node 3 was ever
struck by debris and depressed, the



crew needed to be able to close the
hatch to preserve crew members and
the rest of the ISS. Therefore, these
oxygen and water lines could not run
through the hatchways. The lines are
actually located within the aluminum
structure of Nodes 1 and 3, passing
through what is called the bulkhead.
The required modifications to Node 3
were made prior to launch. However,
for Node 1, this meant the crew had
to make new holes in the port side,
reroute the lines, reseal the bulkhead,
and carefully check for leaks to
ensure the integrity of the new seals.
To perform the leak checks, the crew
first needed to make the modifications
and then measure for leakage on

both sides of the seal. This was not
possible without Node 3 in place. At
that time, the other side of the wall

of Node 1 was a vacuum. Per the
initial mission plan, Node 3 would be
installed and the crew would perform
the modifications after the shuttle left.
This meant, however, that the many
hours needed to activate and outfit the
module would have to be performed
by three people—without the benefit
of the seven extra astronauts that were
available during a shuttle mission.

The flight control team came up
with an interesting proposal. A
small connector module called the
Pressurized Mating Adapter (PMA)3
resided on the ISS. Atlantis docked
with PMA3 during the STS-98/
ISS-5A mission, but the module

was not currently being used. This
module could be moved by the
robotic arm and installed on Node 1,
thus providing a pressurized area

in which to make the changes. The
module would be moved back to its
original location upon completion
of the modifications. If the 120
hours of crew time could be found
during the increment for this task,
the modifications to Node 1 could
be performed prior to the ISS-20A

mission. This meant Node 3 could
be connected and activated during
the flight (i.e., “plug-and-play,”

as the team called it) when those
extra sets of hands are available.

As with the change in the port
location of Node 3, this had to be
carefully coordinated and reviewed,
especially since it meant taking the
expedition crew away from research
during the increment. However,

a little investment in the time of
the increment would significantly
increase the larger shuttle crew’s
efficiency. The more tasks completed
during the shuttle mission, the less
work for subsequent increments.
This resulted in a net gain of
increment time in which to focus
on research. Many reviews and
meetings later, the idea was given
approval by the ISS Program.

Originally, the modification hardware
was to go up on 20A because it would
be installed after the flight. With the
new plan, the design, fabrication,

and testing had to be accelerated

to go up on an earlier shuttle flight.
This proved to be a real challenge to
the Boeing team members, but they
worked extremely hard to pull this off.

Another challenge discovered at this
point was that the planned route of
the power cables would be blocked
as soon as Node 3 was installed.
Therefore, the power cables had to

be installed prior to the 20A mission.
The STS-128/ISS-17A team members
picked up this task because they had
some spare EVA time.

In 2008, the timeline leading to
20A changed to the following series
of events:

» During the interval following the
second Japanese/American mission,
STS-127/2 J/A, the ISS crew would
move PMA3 from Node 1 nadir
to Node 1 port using the station’s
robotic arm

m On STS-128/ISS-17A, the crew
would route the power cables from
nadir to port during an EVA

After STS-128/ISS-17A, some
Node 1 modification work
would begin if the parts could be
accelerated to be ready in time

» STS-129/ISS-Utilization
Logistics Flight (ULF)-3 would
bring up the remainder of the
Node 1 hardware and finish most
of the modifications

After ULF-3, the PMA3 would
be relocated back to its pre-2 J/A
location on the nadir of Node 1
by the ISS crew, again using the
station’s robotic arm.

» 20A crew would install Node 3

The 11-day mission now looked
like this:

s Launch the orbiter with Node 3
and Cupola

» Install Node 3 on the ISS

» Install ammonia lines, activate the
module, and integrate the ammonia
cooling into the system

» Transfer critical items
= Land the orbiter

Finally, the following would be
completed after the mission:

= Relocate the Cupola from the end
cap of Node 3 to its permanent
nadir location

= Relocate the life support systems
into Node 3 and activate

s Move the Advanced Resistive
Exercise Device into Node 3

= Move the Treadmill 2 (T2) into
Node 3
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Spacewalks

The spacewalk plan for the mission, as
dictated by the key mission objectives,
was evolving as well. To help preserve
the limited oxygen on the ISS, it was
preferable to perform spacewalks
during Space Shuttle missions so that
the tanks could be topped off before
the orbiter undocked. Therefore,

the ISS Program officials preferred

to schedule as many spacewalks as
practical during a docked mission.
Over the life of the ISS assembly,

the number of spacewalks grew

from one, to two, and sometimes

three during shuttle missions. By the
fall of 2008, three spacewalks were
standard, as shown in Figure 4. Tasks
similar to those performed during
previous missions were well known

and their time estimates were pretty
accurate. For new tasks, however, the
performance estimate was usually
pretty conservative until dives in the
NBL could provide a better indication
of the required time.

The first EVA accomplished removing
Node 3 from the orbiter cargo bay
and berthing it on the ISS. The first
thing the crew did was disconnect

the Launch-To-Activation (LTA)
jumpers. The LTA jumpers provided
power to the heaters in the module,
thereby keeping the hardware from
freezing until the Thermal Control
System was fully functional. The
protective flap covering the hatch
window (see Chapter 3) needed to

be opened to allow the crew that was
using the Centerline Berthing Camera

System to see the incoming Node 3.
The shuttle crew used the SSRMS to
grapple Node 3 (see Chapter 15) and
move it into the berthing position.
Although a number of small tasks
needed to be done on the outside of
Node 3 (e.g., installing hand holds
used for future spacewalks), this
could not be done while the SSRMS
was moving the node. Therefore,

the team needed to find other tasks
to fill this large gap in the timeline.
Once the module was berthed, the
astronauts reconnected the critical
LTA cables. These tasks consumed
all of the time available for the first
EVA. In fact, it took so long to move
and bolt the module that the team ran
the risk of running out of time before
completing that task.

Figure 4. STS-130/1SS-20A EVA timeline from October 2008. Note that there is still open time on the first spacewalk since the crew could not touch Node 3
while the Space Station Robotics Manipulator System (SSRMS) was maneuvering Node 3 into position prior to mating to Node 1. The Launch-to-Activation
(LTA) cable, which is used to keep the module from freezing, is disconnected during the installation and reinstalled at the end of the first spacewalk until the
internal systems can be activated on a later mission day. The loop A and B Quick Disconnects (QDs) indicate where the ammonia lines are integrated into
each of the cooling systems. One astronaut would be on the end of the SSRMS during the removal of the Multilayer Insulation (MLI) that protected the Cupola
until it was activated, as well as the removal of the locks that held the protective windows in place during ascent. Note that the timeline mentions jettisoning
the MLI, but this was later deleted in case the insulation was needed in the future (i.e., in case the Cupola had to be relocated).
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The second spacewalk primarily
focused on installing the ammonia
jumpers along with the main power
and data connections that had been
previously installed on the outside
of the ISS and routed. The ammonia
lines had to be installed first for two
reasons: it was the main objective
of the spacewalk for that day; and
ammonia could leak out when
integrating the ammonia hoses with
those already in use on the ISS.
Ammonia is highly toxic and can be
tricky to see. Just a little on one of
the suits could kill the entire crew
once the crew members got back
inside. The EVA team developed
complicated procedures to detect
ammonia and clean the crew before
opening the hatch. Among other
things, the affected crew member
had to sublimate the crystals off the
suit using a warm metal tool. Then,
he or she would float to a sunny spot
in space and hang out for a while

to allow any possible remaining

ice crystals to evaporate. Once in
the airlock after repressurization

to 259 mm Hg (5 psi), the crew
member measured the amount of
ammonia in the air before fully
repressing and removing his or her
helmet. If ammonia was detected, the
contaminated atmosphere would be
vented overboard and fresh air would
be pumped in. Again, the check

was performed and repeated until

it was safe for the crew. Since the
spacesuits only had a limited amount
of consumables (e.g., battery power,
oxygen), time for these cleanup
procedures (~90 minutes) had to be
planned for in the timeline.

At that point, only one more
spacewalk was planned. The intent
was to prepare the Cupola for its later
relocation from its launch position

to its permanent nadir location (see
Figure 1). This meant removing the

insulation and locking bolts on the
external shutters that were required

to prevent launch vibrations from
causing damage. Since the insulation
was large and bulky, the team decided
to jettison it (i.e., throw it away in
space so it would reenter Earth’s
atmosphere and burn) rather than
return it to Earth inside the shuttle.
Since there was a chance that the
Cupola might need to be moved again
in the future, the team later changed
this decision and the insulation was
taken inside and stored on the ISS.

As team members better understood
the time required to perform

each activity, they saw several
opportunities to get ahead. In
particular, they concluded that

there might be time to perform the
Cupola relocation. This task would
benefit from the extra available
shuttle astronauts, and its completion
during the shuttle mission would
reduce the crew’s workload in the
smaller increment. Therefore, in the
spring of 2009, the team added the
Cupola relocation to the end of the
second EVA. This also meant a quick
activation of the module because
electronics were needed to operate
the berthing mechanisms and cooling
was needed to prevent the electronics
from overheating. Choreography
would be tight.

Integrating Node 3 cooling lines

into the existing ISS systems meant
shutting down those systems. As
discussed in Chapter 11, the external
cooling system is broken into two
functionally redundant, separate
loops—A and B. Choreography would
then look something similar to this:

= Power down systems on loop A
» Turn off loop A cooling

= Astronauts to disconnect the
hoses and integrate Node 3 lines
on the A side
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= Turn on loop A cooling

= Power up systems on loop A

» Verify everything is working
properly

= Repeat for loop B

This took a fair amount of time.
Spacewalking astronauts had
approximately 6.5 hours to conduct
the EVA (see Chapter 17). Therefore,
only one set of lines would be
opened on this EVA. Next, the
ground activated the key systems

of Node 3. Once the module was
basically working, the attachment
mechanisms could be used to
relocate the Cupola. Although this
sounds straightforward, any glitch
would derail the entire plan. The
flight control team and training team
began extensive work to refine the
activation procedures and to train
them very carefully.

Remodeling

With the current EVA timelines,
some free time was still available
during the mission. The ISS Program
officials asked whether the team
could move the PMA3 module from
its current temporary position to its
new home on the end of Node 3—i.e.,
the port end (Figure 5)—where the
Cupola was located at the time of
launch. After the robotics, EVA, and
OSO teams assessed the proposal,

a workable plan was developed;
however, the plan required adding
another day to complete the mission.

Adding days to a shuttle mission
required substantial analysis to
ensure the supplies required for the
seven-member crew could fit on the
already busy and heavy mission.
With the Space Shuttle Program
winding down, the ISS Program
was looking to take up as much
equipment and supplies as possible.



Therefore, a trade occurred among
supplies and hardware for the ISS,
supplies for the shuttle crew for an
extra day, and the amount of work
those additional astronauts could
perform in the allotted time. An
additional factor was that as the
mission got longer, the team had to
allow the crew a day off to rest.

Also around this time, the ECLSS
team realized that with the many
available hands of the shuttle and
increment astronauts, significant
progress could be made in relocating
the regenerative life support and
exercise racks that were destined to
be installed. This promised to be a
complicated task. Much of the US
Segment life support system would
have to be shut down, transferred,
installed, and reactivated. This

large amount of work had to be
accomplished in as short a window as
possible because of the critical need
for life support and the additional
demand of seven more people on the
station at the time. Since the team
had to add a day to the mission to
relocate the PMA3, this provided an
extra day to start the rack relocations
(i.e., two crew would perform the
PMAZ3 robotics operations while

the remaining crews could work on
configuring Node 3). It was assumed
that the programs would find this
worth the cost of adding supplies

to the mission. By the end of the
summer of 2009, the mission had
grown to a 13-day mission. However,
to be conservative and to allow for
things going wrong, the additional
day was considered optional and
would be officially added to the
timeline only during the flight if all
was proceeding reasonably according
to plan. If things did not work out
well, these tasks would fall to future
increments after the orbiter departed.

HRS Dynamic Envelope
{brown shading)

77.2 cm (30.4in.)
Clearance

Images courtesy of MAGIK Robotic Analysis Team

Figure 5. The PMA3 relocated on the port end of Node 3 (top), showing the tight clearance
with the radiator (bottom) where the brown shading illustrates the dynamic clearance envelope
of the moving radiator.
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Node 3 was closed off for a couple of
days, and was therefore unavailable
for the astronauts to begin any
outfitting. If the crew could work in
Node 3 and prepare the Cupola for
relocation, this task could be done
during the docked shuttle mission.
Four key issues had to be overcome
for this to occur. First, although the
modules were constructed in clean
rooms, there were always small bits
of debris that could not be found and
removed on Earth. Once in space,
these particles float freely, posing

an eye injury or inhalation risk.
Therefore, for the new modules, the
safety engineers required the fans be
up and running for some time before
the crew could ingress. In this way,
the filters would have time to capture
all the loose debris. The second
concern was that carbon dioxide

and humidity would build up inside
Node 3 if no airflow was present

in the module; furthermore, the
buildup of humidity would result in
condensation. Next, the module would
be dark inside since the power would
not be available for lights. A final
issue was the inability to determine
whether ammonia was somehow
leaking into the cabin. Normally, the
pumps and computers have sensors to
detect the presence of ammonia.

The ECLSS and Thermal Operations
and Resources teams, with support
from the BioMedical Engineer
group and Boeing engineers, came
up with workable solutions. The
astronauts would wear eye goggles
and surgical masks to prevent the
debris from causing any injury,

even though these options weren’t
particularly comfortable.

To solve the second issue, the ECLSS
team combined gray tape with some
unused ducting that was tucked

away with another duct (one that

was normally used to help pump air
into the orbiter). This effort created a
7-m (23-ft) long duct that would be
relocated into the Cupola during the
time the astronauts were inside. If the
crew members were in Node 3, they
were not going to be on the orbiter.
Therefore, the duct was connected

to an IntraModule Ventilation fan in
Node 1 and dragged into the inactive
Cupola vent. Note that any cables or
hoses passing through a hatchway
were normally not allowed because
if a catastrophic cabin leak were to
occur, the crew would have to be able
to exit the module and quickly close
the hatch. The ECLSS team worked
out a plan with the astronauts so that
this could be done quickly during the
small window of time in which the
astronauts were inside Node 3.

Portable lights ensured visibility.
Finally, the team analyzed and
concluded that if the ammonia was
not flowing through any of the
cooling lines, the risk of a leak was
acceptably low enough to allow the
crew to be inside the module. This
mission was evolving into one of
the most challenging for the ECLSS
team, as it had for the OSO team.

With approval from both programs,
work to add these tasks to the mission
began in earnest. As with any task,
the PMA3 relocation grew more
complicated as the team worked out
additional details. With the PMA3

on the end (i.e., port side) of Node 3,
the clearance between the farther port
radiator panel and the module was
going to be tight (Figure 5, bottom).
In fact, at this point, the team didn’t
even know whether there was enough
clearance. When thousands of parts
have been built by many different
people from around the world,
pinpointing the measurement of the
final assembled structure was not an
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easy task. The size of all parts were
recorded in drawings and in computer
models, but verification was required
to ensure everything was actually
built as planned. Thermal expansion
and, more critically, the flexing of the
radiator panel as it moved also had to
be taken into account. After careful
calculation, engineers estimated that
there was slightly more than 2 feet
of clearance. Yet, that was true only
if the calculations were right. In

the event of a calculation error, the
radiator and PMA3 could endure
serious damage.

The station team developed a
conservative plan in case of
calculation errors. After Node 3

was installed on the ISS with the
Cupola still positioned for launch,
the robotic cameras took images
that were used to measure the exact
clearance. Although the PMA3 was
different than the Cupola, this was
much closer to reality and permitted
the engineering team to get more
precise measurements. Images

were taken from multiple positions
to generate photogrammetry for

a three-dimensional (3-D) model.
After Node 3 was installed early in
the mission, and before the team
was given the green light to move
the PMA3, engineers analyzed the
3-D model to ensure their preflight
calculations were right. The team also
had to develop a flight rule that stated
under what conditions it would be
“g0” for the relocation.

The team remained cautious. The plan
was to move the PMA3 between the
second and third EVA. This meant the
Cupola had to be moved quickly after
Node 3 was up and running to open up
that berthing port for the crew to hook
up the heater cables on PMA3 during
the third spacewalk. Even so, the team
planned to methodically move the



radiator toward its final position on
the PMA3 and watch with the cameras
to confirm the clearance. After plenty
of margin was confirmed, the radiator
was allowed to rotate freely and be
“go” for the relocation.

A new problem surfaced in the fall
of 2009. With the decision to install
the new Permanent Multipurpose
Module (PMM) on the nadir side

of Node 1, concern arose that the
billowy insulation over the ammonia
lines that ran right beside the Node

1 nadir berthing port might interfere
with the module during installation.
Analysis showed that the lines would
pass through the PMM (Figure 6).
This is what happens when late
changes are made to a program that
has been working on these issues for
years. The team had to adapt.

Once the issue was identified,

the team came up with some
modifications to the insulation and
tie-down plan (Figure 7). Newly
mocked-up ammonia lines were

built and the crew practiced the

EVA in the water at the NBL. The
EVA team became concerned that

the modifications were not adequate
enough to ensure clearance with the
PMA3. With approximately 4 months
remaining before flight, it was

getting late to work out some of these
issues. The team convinced the ISS
Program officials that it was prudent
to temporarily shuffle the PMA3 to
the top of the Node 2 zenith to ensure
it was not in the way. This meant a
lot of new, last-minute work, but this
removed all the residual risk. Training
for the task of moving the PMA3

also had to be quickly performed and
scheduled during Expedition 22—Iess
than a month before the mission.
Fortunately, the ground and crews
were becoming highly experienced at
moving PMA3.

Figure 6. A computer-generated analysis showed

Figure 7. The spacewalking astronauts from STS-
routing of the ammonia lines and the insulation using a crude mock-up of where the connectors would
be on the various modules.

The other half of the ammonia lines
would be integrated on the third
EVA. Within this time frame, Boeing
engineers worked out a new plan for
the ammonia lines so they would not
interfere with the PMM. Elbows with
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the ammonia hoses (four white lines) for Node 3
(upper left) would pass through the PMM near the astronaut’s feet on their way to Node 1 (upper right).

130/1SS-20A and EVA team try to figure out a new

90-degree turn would be added to the
lines to angle them away from the
PMM. Tethers would then be used

to tie the lines back. This required

a great deal of analysis because the
tethers had to be installed prior to the

Image courtesy of Art Thomason



lines being pressurized (they might
be too stiff to move after), but they
had to be strong enough not to break
when the hoses were pressurized.

At this point, the mission had
changed a great deal. The plan now
included the following:

» Launch the orbiter with Node 3
and Cupola

= Install Node 3 on the ISS during the
first spacewalk

» Outfit the vestibule of Node 3
in preparation for activation
and ingress

» During the second spacewalk, install
two pair of the ammonia lines and
open one pair to begin cooling and

allowing for activating half of the
module. As soon as the systems
were working, relocate the Cupola
from the port end of Node 3 to its
nadir side. Perform 3-D imagery
analysis to verify radiator clearance.

The next day, move the PMA3
from its temporary location on top
(zenith) of Node 2 to the port end
of Node 3

During the third spacewalk,
integrate the second ammonia loop,
open the shutters on the Cupola,
and take photogrammetry to verify
the PMA3 will not interfere with
the Thermal Radiator Rotary Joint
and that the PMM will not interfere
with the ammonia lines

In 2009, NASA initiated a novel public outreach
project: have the public name Node 3. Each module
of the ISS, however, had been given a friendly name
by its country of origin (see Introduction); therefore,
NASA set up a website and asked the public to submit
names for Node 3. The most popular name would be
selected. Comedian Stephen Colbert of the Comedy
Central show The Colbert Report tried to get his
audience to name Node 3 after him. This campaign
proved hugely successful and his entry (the “Colbert
module”) was at the top. By law, NASA could not name
a module after a private citizen or commercial entity,
which put the agency in a difficult situation. Colbert

» Transfer critical items including life
support systems

= Land the orbiter

The Challenge of the
Ammonia Lines

The ammonia lines (see Chapter 11)
actually turned out to be another
major challenge for this flight. The
four lines needed to be about 8 m
(~25 ft) long—the longest lines on the
ISS. In addition, the ammonia could
be at a fairly high pressure (3,400 kPa
or 500 psi—more than 10 times the
pressure in a typical car tire) to ensure
enough fluid was passing fast enough
to provide an adequate amount of
heat-removal capability. Once in
place and pressurized, a rigid line

did a great job of raising awareness of the mission. To
show appreciation for his efforts, NASA sidestepped
the issue directly by naming the module Tranquility and
coming up with a consolation prize: naming the new
treadmill in Node 3 after Colbert. Initially called by the
accurate-but-unexciting name of T2, the treadmill was
rechristened the Combined Operational Load Bearing
External Resistance Treadmill, or COLBERT (Figure 8).
It even had an official logo.

Figure 8. Tom Marshburn of Expedition 34 exercising
on the COLBERT in 2012.
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was not an issue; however, the crew
members needed to be able to route
and install the lines while wearing
their bulky space suits. Therefore,
NASA chose a flexible design. A line
of flexible hose was to be attached to
longer hoses using a braided sleeve
welded to the joint. This is shown

in Figures 9 and 10. The hoses were
scheduled to be completed in May
2009 (9 months prior to flight).

A significant setback occurred in

July 2009 (about 7 months prior

to flight) when an ammonia hose
exploded at 50,300 mm Hg (973 psi)
during pressure testing on the ground,
causing significant damage to a

second line nearby. Normally, the il I ; _ : a
lines operated at approgima}tely Figure 9. Graphic showing where the four ammonia lines would be routed from the SO truss to
20,000 mm Hg (380 psi) with a Node 3. (Note that this figure is meant to show crew access for a given astronaut. Only two astronauts

program requirement to be able to would actually perform the spacewalk.)
withstand pressures of 52,000 mm Hg
(1000 psi). A safety valve should open : e .4 L

at 23,300 mm Hg (450 psi) completely L : \ , .
venting the lines in the event of a ' : Ol 0. -
problem, such as a pump running

at too high of a speed. The hoses
were tested up to 52,000 mm Hg
(1000 psi) to ensure that the lines
would not rupture if the valve itself
failed. Analysis of the exploded hose
seemed to indicate that the explosion
was the result of a manufacturing
issue and not a design problem,

thus new lines were produced. The
number of braids in the welding

was doubled to improve margin.

The new hoses began testing in
November 2009. One of the hoses
showed a leak. Metallurgical
analysis revealed that liquid-metal-
induced embrittlement during the
welding process led to the failure.

At this point, the team was less than - - - ; — -
Figure 10. A schematic showing the routing of the ammonia lines (colored). There are four ammonia

3 months to launch. To add insult to ) ) g . X
- . lines—one for the ammonia flowing to and one for the ammonia flowing away from the pump for each
injury, a third hose that had passed the A side and B side.

testing was damaged during shipping

Node 3 Ammonia Jumpers  Zg.ith
* Gap spanners not shown

Port

Aft
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from the manufacturer. Of great
concern was that the damage seemed
greater than one might expect from
simply dropping the container. This
led some to think a critical design
flaw would prevent the lines from
meeting their stringent requirements.

At this point, a “tiger team” was
formed. A tiger team is a panel of
experts given the authority to focus
on a particular issue until a resolution
is found. At an already busy time,
numerous reviews and meetings
were occurring at all hours of the
day and night, all over the country.
When the great sleeping beast that is
NASA awoke, all resources turned to
this problem. Many members of the
20A flight control and engineering
teams were busy supporting the tiger
team. In addition to understanding
the issues, the team had to identify
impacts that any proposed solution
would present to the mission, and
then figure out how to modify
procedures or training. All of this
had to be done while continuing the
other ongoing work and training.

On any mission, the teams sprinted
to the finish line to have everything
in place. The extra work provided
additional pressures and the lead
flight director had to ensure that
members of the operations team did
not burn themselves out before the
mission. Several parallel paths were
chosen. First, more of the original
hoses were being produced. With the
revelation that the embrittlement was
caused by welding, a new welding
process was adopted to hopefully
prevent this from happening. In
addition, hoses using a new design
were being built. Instead of the
flexible line and sleeve, the middle
would be a solid tube and a basic
metal-to-metal, or butt-weld type

Figure 11. Engineers at Marshall Space Flight Center built a test rig that allowed the astronauts to
roughly lay out the final ammonia lines (wrapped in white insulation, as seen in the photograph) with
realistic attachment points days before the mission was scheduled to launch.

would be used. Multiple versions
of each type were manufactured to
allow for further problems.

The new design really was simply an
application of previous techniques.
The method was previously used

on the ISS, yet the length had never
before been used either in space or
on the ground. In fact, since time
was short, leftover hoses from
previous evaluations were to be
used, thereby reducing the amount
of testing. These hoses were dubbed
“frankenhoses” because they were
put together from several pieces. The
welding process was tried and true.
In January, the new lines were tested
to their bursting point of 26,900 mm
Hg (520 psi). Although the updated
braided hoses were also ready, ISS
Program personnel decided to go
with the frankenhoses.

The frankenhoses were being
completed literally as the crew

went into quarantine. Spacewalkers
Bob Behnken and Nick Patrick left
quarantine and flew to Huntsville,
Alabama, where the testing equipment
and hoses were located, and where
the two astronauts would be able to
handle the items in advance. In fact,
engineers at Marshall Space Flight
Center quickly built a test stand that
roughly represented the attachment
points (Figure 11). Engineers were
concerned that the equipment would
be too stiff, but the astronauts felt
they could work with the lines. After
familiarizing themselves with the
lines, the crew packed the hoses into
a special EVA bag for shipping to
Kennedy Space Center where the
items would be loaded onto Space
Shuttle Atlantis.
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Training

Training began in earnest
approximately 6 months prior to

the planned mission launch. Several
types of training were involved.
Since the teams were composed of
experienced flight controllers and
flight directors, the training at this
point was called “flight specific” in
that it dealt with the actual mission
instead of any generic skills. On the
Space Shuttle side, the team—i.e.,
the flight control team and the
astronauts—performed a number

of simulations, primarily practicing
launching, landing, and aborts.

The ISS teams also trained. Flight
controllers on the ISS side of the
house simulated the spacewalks,

as well as the berthing, moving,

and activation of modules during
approximately a dozen simulations
(sims). A key series of sims for the
ISS team was the powering down
of half the systems, integrating

the loop A or B ammonia lines,

and activating Node 3 and Cupola
modules. Owing to the complexity
of this task, the EVA steps were
role-played during these sims instead
of having the actual astronauts
perform the steps in the NBL at the
same time. Several joints sims were
conducted between the two program
teams, especially for rendezvous and
docking. The station training lead
and the shuttle simulation supervisor
were key members of the operations
team. Not only did they ensure that
the crew and flight control team were
trained and ready for the mission,
they also poked at the timeline or
flight rules to look for any issues
the team had not considered. For
example, looking into the timeline
or flight rules might reveal the

team had not allowed enough time

Figure 12. Astronaut Robert (Bob) Behnken installs a clamp to hold down the ammonia lines during a
training run in the NBL.

for an activity, or a flight rule that
was perfect for a nominal situation
completely fell apart if something
went wrong. The trainers would
throw numerous malfunctions at

the flight control team. This helped
that team gain the confidence
needed to deal with real problems

in space while remaining composed.
Although the specific simulated
failures may not occur during the
mission, the team knew how to work
the problems in a cool and integrated
fashion. The flight directors worked
closely with the station training lead
and shuttle simulation supervisor

to ensure the core elements of the
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mission would be fully trained;
however, the specifics were left to
the training team.

As the months went on, the flight
directors ensured the controllers
worked seamlessly as a team and
that the plans were ready for the
real mission. Since everyone was
so nervous about the ammonia lines,
the sneaky training team even
threw in a simulated ammonia leak
during one of the training runs.

The team worked through it in the
simulation, but everyone realized
the situation had not been thought
through completely. Therefore, the
team cleaned up the procedures and



Figure 13. The billowy white insulation surrounding the ammonia lines at the NBL mock-up. This insulation drove the decision earlier on how to move PMA3
s0 as to not interfere with the PMM. Note that when the bag that held the ammonia lines was opened in the pool, the lines would shoot out toward the bottom
like a crazed jack-in-the-box due to the orientation of the mock-ups in the water. Due to the problems with ammonia lines, as described, the final flight units
were not ready for the mission until a few days before the mission. The spacewalking crew members wanted to handle the final items so they would have an
idea as to what to expect on orbit. Therefore, the final days before the launch, they flew to Huntsville, Alabama, where the lines were being manufactured.

Not only did they handle the ammonia jumpers, they packed the specially designed bag. The packed hoses were then rushed to the launch pad and stored in
the orbiter. The crew members flew back to their quarantine facility at Kennedy Space Center.

trained everyone with additional
review and simulations.

A key part of the training was

having the crew practice the
spacewalks. The crew and EVA
team, as well as the lead station flight
director, conducted many dives in
the NBL to practice the timelines.
Although EVAs are always tricky,
the ammonia lines were, once again,
the biggest challenge (Figure 12).
The crew needed to extensively

practice the installation in the

NBL because the ammonia lines
were long, stiff, and covered by
bulky insulation (Figure 13). The
team also tried to figure out how
best to carry such long lines out to
the worksite, and then unpack and
install them. Imagine carrying four
stiff 8-m (25-ft) long rubber garden
hoses from the garage. Then
imagine doing it in weightlessness.
A new bag was designed to hold the
hoses. The crew practiced, in the

water, how best to position and

open the bag, and remove and install
the lines without getting a big tangled
hydra on orbit. Due to the presence
of gravity in the NBL, the hoses
tended to come springing out of the
bag like a crazed jack-in-the-box—
or even something more disturbing,
like in a scene from the movie
Alien—once the crew opened the
bag on the bottom of the mock-up.
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During the making of a mission into space, whether it is

a short-duration, long-duration, first, or last flight, crew
members need to strike a balance between taking enough
ownership that they are ready for all the tasks they will
face, but not taking so much ownership that they become
too disappointed should the mission change before their
eyes. NASA has plans for lots of exciting missions that
have not been done, and none of us can do them all! For
STS-130/1SS-20A and ISS Increment 22, the missions
covered a wide range of exciting tasks right up until they
were executed.

As a part of the many mission permutations, after the
Columbia accident in 2003 and prior to the Space Shuttle
Return to Flight in 2005, NASA built plans to keep the
station populated in the face of an unpredictable shuttle
launch schedule. | was part of a group of astronauts
assigned to prepare for the ISS missions without a

firm mission date. Our supervisor at that time was

fellow astronaut and ISS veteran Peggy Whitson. | still
remember her words to us as we began training: “The
good news is you are all assigned to missions to the ISS.
The bad news is | can’t tell you when they will be or how
you will get there!” Officially, we were known as the “ISS
Training Pool”... or “B 6acceiine” (literally “in the pool”) to
our cosmonaut friends. (They found this quite humorous.
To them, it implied we were on vacation in a “swimming
pool” while they were hard at work!) And so we started,
knowing we were headed to space but not knowing
whether we were preparing for shuttle or Soyuz flights.
When foam insulation again separated from the external
tank during the STS-114/ISS-LF-1 (Return to Flight
mission) launch, the launch manifest continued to evolve
and we did our best to prepare for all options.

Over the course of the next year and a half, those of
us in the ISS Training Pool became certified operators
and specialists on various ISS systems, continued our
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Figure 14. Bob Behnken and Nick Patrick installing ammonia lines and
associated insulating blanket during the second STS-130 spacewalk.
Limited consumables dictated that the installation plan proceed precisely
according to schedule to ensure enough clean-up time after the
predicted ammonia leakage time frame.

study of the Russian language, and traveled to Star City
to be trained on the Russian portion of the ISS. From
time to time we would hear snippets from the training

or the planning flight controllers on what NASA had in
store for us, and we would receive congratulations from
cosmonauts that had seen our names on future manifests
(sometimes as their crewmates). Through it all, we tried

to not get our hearts set on any particular solution and

to prepare the best we could for spaceflights...however
and whenever they came. Largely outside our day-to-day
life as assigned astronauts, NASA continued to make
progress on the challenges with the shuttle external tank,
and the flight manifest began to stabilize. For those of us
who were prepping in the ISS Training Pool for uncertain
missions, things became a lot clearer. For me, it meant
leaving the “swimming pool” and preparing for the longest
shuttle-docked mission to the ISS and the first five-
spacewalk mission to the ISS, and leaving behind a Soyuz
flight to the space station in the Increment 22 time frame.

The shuttle manifest continued to remain relatively stable
for the next year. In March 2008, my shuttle crew and |
completed STS-123/ISS-1J/A, finished our post-flight
activities, and began technical jobs back within the
astronaut office. | was assigned to future program support




(vehicle development for exploration missions after space
shuttle retirement), and was surprised late that year to
learn that | was headed toward another shuttle mission on
STS-130. After looking closely at the manifest, it became
clear that this mission would likely be during Increment
22 in the time frame | would have been on board the ISS,
had my path continued on the Soyuz route 2 years earlier.

As the rest of the chapter outlines, the assembly mission
STS-130 and its associated hardware took a twisted
route to its final incarnation, just like | did as a crew
member. Over the years, the cupola was an on-again/
off-again part of the ISS. Certainly no mission would be
dedicated to delivering it, and much of the space station’s
primary function could be performed without it. But,

in the end, the value of having an observation port for
visiting vehicles carried it to orbit. Node 3 was relocated
even before it was ever installed and, as described in
the chapter, the number of little things that had to come
together to make that possible is just amazing. The

fact that they all came together on schedule to allow

for module activation during the STS-130 mission was
an added plus for our shuttle crew (although it wasn’t
something we could have our hearts set on). At one
point during the ammonia flex line development and
test sequence, when the schedule seemed patrticularly
challenging, the idea of delaying install and activation
to a future shuttle crew was considered. Having trained
dozens of hours for these tasks in NASA’s Neutral
Buoyancy Laboratory (NBL) and assisted with the
development of the hardware itself, both myself and my
spacewalking partner Nick Patrick knew that this task
would not be easy, even for us, and that it would be
extremely challenging if someone else picked it up on
short notice and tried to squeeze it into their already-
packed mission timeline.

Module activations for new parts of the ISS delivered

by space shuttle generally involved the same basic

steps. One: move module from payload bay to ISS. Two:
connect power and cooling. Three: gracefully incorporate
the new hardware into the rest of the ISS system. For
Node 3, Step 2 was above average in difficulty, and it was

the one being considered for transfer to a future flight

if the ammonia flex line hardware was not available at
launch time. The install required four stainless steel flex
lines to be installed and then wrapped in a large insulating
blanket. Normally it is pretty challenging if a spacewalk
has to install something that is bigger than a crew
member. In our case, this spacewalk had five big items,
and keeping them under control simultaneously was even
more challenging. After several months of development,
Nick and | and the rest of our team had a pretty slick
process for getting it all done and even looking graceful
while we did it. Gone were the days of all the hardware
falling to the floor of the NBL as the initial scene from

our spacewalking show. As the lead spacewalker for
STS-130, | remember being asked about the spacewalk
content being moved to the next shuttle crew, and how
some felt our crew should advocate to the ISS Program
that we should keep the content. My input was that we
should let the other crew try the install and see how they
felt about taking this content on. As with the ISS training
that | started years before for an uncertain mission, | felt
we would execute whatever mission they eventually put
in front of us whether or not it included ammonia flex lines
and insulation. In the end, the follow-on crew members
that attempted our “EVA 2” were the strongest advocates
for STS-130 to keep the content. For them, 6 to 7 hours
of wrestling ammonia lines and insulating blankets made
it clear that this EVA had more than its share of blood,
sweat, and tears to extract from the installation crew and,
in their minds, they were happy to have it be ours!

During my time on orbit during STS-130, | had a great
appreciation for all that had gone into the development
of the mission (Figure 14). My discussion with the

ISS commander regarding how we could task his crew
to assist with our spacewalking preparations really drove
home all the alternatives for which we had prepared.
Having trained for that crew years before, | really
understood what they could do for us and what we
could do for them. In the end, both the Increment 22
and STS-130 crews were really proud to be a part of
the mission.
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Fly

After an unusually lengthy and busy
interval of preparation, it was finally
time to fly. The road was long, but
everyone was ready by February. The
training was done. The multitude of
programmatic reviews were complete
at NASA, culminating in the Flight
Readiness Review. The consoles were
stocked with office supplies and extra
food. The mission was scheduled to

lift off on February 7, 2010, but was
delayed due to poor weather. After a
frenetic rush toward the mission for
many years, there was an eerie calm—
not unlike that slow creep up and
over the first hill by a roller coaster
before it takes a deep plunge. On
February 8, Space Shuttle Endeavour
launched perfectly (Figure 15). The
final mission timeline and plan for the
spacewalks are shown in Figures 16
and 17, respectively.

The Space Shuttle flight control team
and its flight director monitored

all the systems of the orbiter while
preparing for rendezvous and
docking. Things were a little quieter
in the space station flight control
room, since their part of the mission
did not begin until final rendezvous.
This gave the team time to make

the last updates of procedures and
provided an opportunity for the flight
director to, once again, write down a

Figure 15. Launch of Space Shuttle Endeavour on February 8, 2010 (left). View of Endeavour’s cargo bay from the ISS showing Node 3 with Cupola attached
to the end. Due to the weight of the module, the rest of the cargo bay was empty.
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Figure 16. The final
overview timeline used to
execute the 20A mission.
Shuttle missions went
by Flight Days with the
first beginning at the
moment of launch, even
if the astronauts had
been awake for a while.
Twenty-four hours later,
Flight Day 2 would begin,
and so on. This graphic
illustrates the major
events that the Shuttle
and 1SS crews performed.
Other key activities—just
as “N3 ground act”
(approximately 04.:00
GMT on Flight Day 07),
which was performed

by the ground—appear
above the Flight Day
events. Note that the
flight control team and
the astronauts followed
a much more detailed
timeline as shown in
Chapter 1, but this
provides a quick view of
the key events and how
they relate to each other.
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Figure 17. The final EVA timelines. EVA 1 consisted of preparing Node 3 for berthing. First the LTA power cable that powered the heaters was disconnected
and bolts holding the module in the cargo bay were released. While the robotic arm was moving Node 3 from the orbiter cargo bay to its berthing spot,

the crew performed other tasks such as positioning the bag that holds the ammonia hoses and removing the Orbital Replacement Unit Tool Platform. Once
berthed, the spacewalking astronauts reconnected the heater cable as well as an avionics computer cable that would allow the computers to talk to the rest
of the ISS systems. On EVA 2, the ammonia line of the "A” side of the cooling system was installed, and ML (see Figure 14) was installed. This was repeated
on the “B” side. The trunions, which helped hold the module securely in the cargo bay, were then covered to prevent heat from leaking away from the module.
During EVA 3, the Loop “B” cooling was fully integrated into the ISS system (Loops B QDs) followed by removal of the MLI that protected the Cupola and the
releasing of locks that held the shutters in place during launch. The LTA heater cable, which was no longer needed since Node 3 systems were now fully
functional, was removed. Other small tasks were performed on all three EVAS. The Get Ahead section on the last spacewalk consisted of a list of small tasks
that were not required for STS-130/ISS-20A but that had to be performed at some point; time permitting, the EVA officer picked tasks from a list of various

options for the crew to perform.

list of open issues—or worse, think
about the things that they might have
forgotten. However, issues constantly
surfaced. Big and small trades were
made at every turn. The Oxygen
Generator Assembly failed a few days
prior to the launch of Endeavour.

The engineers pushed to have it fixed
before the rack was relocated into
Node 3. That way, if it couldn’t be
reactivated, it was definitely related
to the move and not the original,
yet-to-be-diagnosed failure. The

ISS team revised their timeline

to squeeze in some repair work.

A cooling valve on the Columbus
module was not working properly,
thus the team had to evaluate how

it would impact the shutting down

of the ammonia loops. Several

meetings were held where the flight
controllers concluded that only minor
impacts could be accommodated in
the procedures. A recent longeron
shadowing event (see Chapter 9) had
ISS Program management concerned
that damage may have been done

to the mast. They wanted high-
resolution photographs to inspect for
possible damage. The windows on
the orbiter’s aft flight deck offered
the best viewing location. However,
the ultraviolet window screen would
have to be removed to produce the
sharpest photographs—an option
that violated safety rules. Then the
team got word that the president of
the United States, Barack Obama,
wanted to talk to the crew during the
mission. The president’s schedule
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would drive the linkup, which

meant the astronauts would not be
speaking with the president during
the prime part of their workday since
it took place in the middle of the
night, Eastern Standard Time. The
flight directors began adjusting the
schedule to make it work. Besides the
public relations aspect, it would be a
nice treat to give a hardworking crew
during the mission.

The flight control team was used to
working around these types of issues.
By all standards, the mission was
going smoothly. The training and
hard work of numerous people over
the years was paying off. The first
significant issues with the intricate
ballet of module movements came
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Figure 18. The 7-m (23-fi) long duct extended through Node 3 and into the Cupola to ensure proper airflow. Pictured are NASA astronauts Jeffrey Williams

(center), Expedition 22 commander; Terry Virts (left), STS-130 pilot; and Nicholas Patrick, STS-130 mission specialist.

when the crew ingressed the Cupola
on Day 6 of the mission to ready it
for the relocation. To ensure adequate
airflow with the 7 m (23 ft) duct
(Figure 18), the crew used a device

to measure the airflow and found it to
be much less than expected. Per flight
rules, fewer crew members were
permitted in the area. Next, the crew
went in and installed a protective
cover over the Cupola to thermally
shield it during the relocation.
Unfortunately, the cover could not be
installed on the ground and launched
into position because the vibrations
caused by the launch were greater
than the structure of the Cupola could
withstand if the cover was in place.
When crew members installed the
cover, they noted that the clearance

between the cover and some brackets
was too small—a thin metal ruler
barely fit between the bracket and the
insulation. If the clearances were even
tighter on the nadir port, the Cupola
could not be mated.

The contingency teams, including
Team 4 (see Chapter 20), roared to
life to analyze the problem. There
was only a small window of time
before things such as the PMA3
relocation dropped off the mission if
the ballet got backed up. The teams
considered different options. Could
they do the move without the cover?
What was the expected clearance on
the nadir port since the module had
never actually been physically mated
together? Would the motors have

enough force to bend the brackets
without damaging the structure if
there was interference? The root of
the problem quickly became apparent:
to save file size, the computer models
did not include bolts since thousands
of bolts added megabytes to each
drawing. What seemed like a small
issue became a significant wrinkle.

The mission was not placed on

hold while that problem was being
worked. While preparing Patrick’s
space suit for the second EVA,

the team discovered that the fan
speed of the water pump was far
less than expected. If it failed
during the spacewalk, it could
jeopardize his life and cause the
flight control team to abort the EVA.
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Unfortunately, repairing the suit
required two crew members for
2.5 hours, which translated into the
need for a significant amount of
schedule replanning.

It was common for the simulation
team to be maligned for coming up
with diabolical scenarios. Yet, their
efforts paid off when, as if on cue,
Patrick got a small spray of ammonia
during the second EVA. Everyone
knew what to do and how long it
would take. The flight control team
worked through the procedures,
and no ammonia was detected in
the atmosphere. Vindicated, the
training lead knew his training had
been successful.

After a number of meetings around
the clock, the teams determined

that there would be barely enough
clearance for the Cupola to fit on
Node 3 nadir. If enough clearance
did not exist, it was likely some of
the brackets would bend but nothing
would break. This, however, was
considered unlikely. The teams
pressed ahead toward the relocation.
After the second spacewalk, the
Node 3 module was activated for
the first time using half of the power
and cooling systems (Figure 19).
After the activation, one of the key
Multiplexer/DeMultiplexers (MDMs)
controlling Node 3 nadir Common
Berthing Mechanism (CBM), where
the cupola would be mated, failed
into the diagnostic safe mode (see
Chapter 5). While the flight control
team tried to quickly interpret the
cause, the flight director ensured

the team didn’t get too far behind
on the timeline and that the most
critical objectives could still be
accomplished. After a power cycle,
the MDM was operating again and
preparations for the mating could

Figure 19. Flight Director Robert Dempsey and Capsule Communicator (i.e., CAPCOM) Hal Getzelman
in Mission Control focus on activating Node 3 module during the STS-130/1SS-20A mission.

continue. However, this was not the
only challenge keeping the Onboard
Data and Information Network
officers in particular, and the team
in general, occupied. The computer
system in the Columbus module had
experienced an unknown failure and
was not working.

Flight Day 8 arrived, and it was time
to relocate the Cupola. Problems

in the CBM—basically, the system
of bolts used to fasten modules
together—rarely occurred on orbit,
S0 it came as a bit of a surprise
when in Mission Control OSO saw
an indication that one of the bolts
had jammed while trying to detach
the Cupola. After quick discussions
with the engineering team, OSO and
the flight director decided to force
the bolt to push harder. The bolt
released, but a second one jammed.
And then a third. This scenario

was completely unexpected. The
ground team had to stop to assess
the situation, and to avoid damage
to the hardware. However, it was
like having an automobile tire half
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off, and not a good place to be in

the long term. In real time, the team
deduced that gravity caused the

bolts to tighten unevenly during
installation at Kennedy Space Center,
unlike previous modules that were
bolted together exclusively on orbit.
Therefore, the forces on the bolt
would be uneven as the Cupola was
being de-mated (this is analogous to
removing the adjacent lug nuts, rather
than opposing nuts, while changing

a tire). As in a simulation, the flight
control methodically nudged and
tweaked the bolts. Soon, the Cupola
was free and moving to the Node
(Figure 20). The clearances were fine,
the MDM continued to operate, and
the CBM bolts worked smoothly as
the Cupola was firmly mated to the
bottom of Node 3.

Since things were now running
smoothly, the Space Shuttle Program
and ISS Program teams agreed to

use the extra mission day for the

rack transfers. On the 8th day of the
mission, the crew was like an army of
ants, removing bolts that would hold
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Figure 20. Cupola being maneuvered into position on the nadir side of Node 3 (left), and astronaut Patrick, during the third spacewalk, after removing the

insulation that protected the module from launch until its heating system was operational (right).

things in place during the tremendous ~ work. Each rack was shut down and

vibrations during launch, removing carefully moved to the new location
items stowed in Node 3, moving (Figure 21). The flight control team
the life support racks and exercise then powered the system back up.
equipment into place, and trying to Every rack experienced some small
secure all the elements. It was slow hiccup during the relocation—a

? ; J

Figure 21. Astronauts maneuver one of the many racks relocated to Node 3 module during the
mission. As two crew members pushed a rack into a place, a third crew member helped guide it. All the
power, data, and cooling cables would then be mated.

A

cable not connected properly, the
software not exactly as it had been
tested on the ground, air bubbles in
the plumbing—and the team had to
work through each issue. As with

the OSO position, the ECLSS team
had so much going on that two front
room flight controllers had to work
the various rack activities. Each
system was so busy with its own
activities. The flight director had to
ensure everyone worked as a team

in completing the critical activities
on the timeline while deferring,

and replanning, those that needed

to be moved, and while working
with the engineering support team
and the Europeans on the various
other working issues. The role of the
flight director is not unlike that of a
Chinese acrobat who balances several
spinning plates on poles. Every shift
presents a new wrinkle, such as when
the lead EVA officer came down with
food poisoning and had to go home
for a while, creating yet one more
issue for the flight director to balance
and work through.
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Figure 22. President Barack Obama talks to the astronauts (seen in a video linkup in the top right of the picture) while students look on. Although the president
could see the astronauts, no video was transmitted in other direction; therefore, the astronauts could not see what was happening at the White House.

Due to the length of the mission and
the intense work being performed

to that point, part of the 9th day

of the flight was crew time off. At
this time, the crew members get to
rest and enjoy some views from the
Cupola. But first, as soon as the crew
members awoke, they had a linkup
with the president (Figure 22). After
a brief period of rest, the crew began
preparing for the final spacewalk,
which would take place the next day.

Analysis of imagery taken during
the first spacewalk revealed that

the clearance with the radiator and
the PMA3 should be sufficient.
Therefore, PMA3 was relocated

to the end of Node 3. As an extra
precaution, the radiator was slowly
rotated as the Thermal Operations
and Resources flight control team
watched to ensure there would be
no contact. The team confirmed that
everything was good.

Without incident, EVA 3 integrated
the B side of the ammonia lines,
this time with no ammonia leak.
Insulation was removed from the
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Cupola shutters during the spacewalk,
and the windows were opened for

the first time. Even in a business
routinely filled with amazing
visuals—a Space Shuttle launch, the
ISS floating above the Earth, a person
in a space suit floating among the
heavens—the view from the Cupola
was stunning (Figure 23).

As quickly as the storm began,
the mission started to wind down.
Although not every task was
complete, it was time for the
crew of Endeavour to undock and



Figure 24. The underside of the ISS, as photographed by astronauts aboard the undocking shuttle,
showing the newly installed Node 3 and the Cupola.

return home. Far more had been
accomplished than had been planned
for even a year prior to the mission.
Endeavour undocked on February 20
and flew around the station. Photos
were taken of the new installed
module (Figure 24). The ISS crew
took a much-needed break and then
completed the outfitting of Node 3
and the Cupola over the next few
weeks. On February 21, 2010,
Endeavour made a flawless nighttime
landing at Kennedy Space Center.

Epilogue

The final task of any mission is

to conduct a “Lessons Learned”
review. Even though more than 100
shuttle flights had flown and dozens
of ISS assembly missions had been
conducted, NASA still learned from
its mistakes. Every organization
examined every step, from planning
through training and into execution.
The flight control team generated
recommendations in each area

and the flight director conducted a
panel to determine which of those
should be elevated and instituted in
future missions. For example, it was
agreed that all future spacewalks
that entailed working with the
ammonia lines would conduct some
sort of contamination scenario in a
simulation. But it was not all about
criticism. Things that worked well
were also highlighted so that other
teams in the future can carrying
those practices forward to help
ensure everything goes as smoothly,
or better. This is a key part of the
Flight Operations Directorate culture,
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the successful mission in 2010.

and this work ethic is reflected
in the competence and teamwork
statements in the Foundations
(See Introduction).

The operations team conducts two
major ceremonies after each mission.
The first—and, to many, more
meaningful—is the hanging of the
plaque. Since the days of project
Mercury, the flight director would
pick the person, persons, or team that
did the most outstanding job during
the mission and let the honoree(s)
hang the mission plaque (Figure 25)
that had been displayed at the flight
director’s console during the flight.
Actually, two plaques—crew mission
patch and ISS mission patch—were
awarded for a given Space Shuttle
assembly mission.

The second ceremony was held
at Space Center Houston—the
Johnson Space Center visitor
center. Here, the crew showed
video and narrated highlights
from the mission. Various
individual and team recognitions
were awarded at this ceremony.
However, a few minutes of
recognition and thanks by the
managers of the Space Shuttle and
ISS Programs and the lead flight
directors never fully reflected the
immense amount of effort that
went into the mission.
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Figure 25. Lead 0SO Kyle Brewer (left) and Lead ECLSS Officer John Garr (right) hang the 20A mission and module patches in the control room following

Although the ceremony marked the
official end of one mission, the teams
(Figure 26) were already poised to
start the process all over again.

Later that year, when NASA was
trying to figure out what to do
after President Obama redirected
the Constellation Program, some
officials at the space agency wrote
a press release stating that Node 3
could be detached from the space
station and incorporated as part of
a new vehicle that would go to an
asteroid. Flight Director Robert
Dempsey shook his head, laughed,
and uttered the words that the whole
team was thinking: “If they only
knew how hard that would be.”



Figure 26. The seven flight
directors and their teams that
supported STS-130/1SS-20A.

The ISS teams are pictured

on the left (from top to bottom):

the Galileo team on the prime

shift (orbit 1), the Tungsten team
(orbit 2), and the planning shift
team led by Saturn Flight (orbit 3).
The Space Shuttle teams are shown
on the right (from top to bottom):
Defiant (orbit 1), Viper (orbit 2), and
Venture Flight (orbit 3). Amethyst
Flight, with the launch or ascent
team, is located bottom center.
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Chapter 5

Command and
Data Handling—
The Brains

of the Interational
Space Station



Astronaut Susan Helms does a little “light reading” on the International Space Station.

Brains. That is essentially what
the Command and Data Handling
(C&DH) system is for a spacecrafi.
Part of what is termed avionics, the
C&DH system is responsible for
the control of the primary systems
of a spacecraft.

Early spacecraft used electrical and
mechanical switches to operate

the vehicle. From the beginning

of the Space Age, up through the
Space Shuttle era, the astronaut
was a primary component of the
C&DH system—adjusting dials

as needed, throwing a switch to
configure a system, and responding

when a component malfunctioned.
Over time, computers played an
ever-more-crucial role. Computers
performed critical calculations that
required accuracy and speed such

as calculating the trajectory of a
spacecraft as it descended to the lunar
surface. The lunar module navigation
computer possessed less than

40 kilobytes of memory and ran with
a processing speed of 2.048 megahertz
(MHz). By comparison, a basic Apple
iPhone in 2014 contained 200 times
more memory, ran 1,000 times faster,
and produced pictures typically

2 megabytes (MB) in size. For the
International Space Station (ISS), the

crew would no longer be a primary
component of the C&DH system.
Computers took over virtually every
aspect of the vehicle’s operations.
Whereas the crew on the Space
Shuttle interacted with the flight
systems primarily through the use of
switches or dials, nearly all aspects
of the spacecraft operating system
on the ISS are operated by computer
interface and are therefore readily
operable by the ground control team
(i.e., the ground). This frees the crew
to focus on research.

The C&DH system directs the
operations of other systems via
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“command” while moving, or
handling, information around the
vehicle. In essence, C&DH would
be familiar to the average person as
the computer network. A command
is a set of instructions telling a
computer to perform an action.

For example, the print command is
common among computer users on
Earth. Spacecraft employ a variety
of C&DH systems, depending on the
functional need of the vehicle and its
architecture. Complicating matters
further, the ISS C&DH system—the
largest such system ever operated
in space—is in fact an amalgam of
computer networks developed in
multiple countries. Each segment,
Russian and United States On-

orbit Segment (USOS), has its own
architecture bridged by Node 1,
aptly named Unity. The USOS is
split into the American, European,
and Japanese modules, each with

its own computer network. As part
of its function, the C&DH system
will detect failures—whether they
involve a piece of hardware such

as a valve or are in the computer
system itself—and alert the crew
and ground via alarm. Astronauts
use a laptop called the Portable
Computer System (PCS) to interface
with the C&DH system. Using this
laptop, they can run procedures

that operate the vast majority of
ISS systems, although the ground
tries to perform most procedures to
free up the crew for research. Due
to its important role in operating
the spacecraft, the C&DH system
(including the PCS) is classified as
critical and therefore requires robust
hardware or redundant components
to ensure proper operation as well
as exhaustive software testing.
Astronauts also have a separate

laptop called the Station Support
Computer (SSC) upon which they
can view the timeline and read
procedures. SSCs are not linked

to the C&DH system; because the
SSCs provide only a support role
(i.e., perform no critical function that
would impact operating the ISS if an
SSC failed), they are not considered
critical. The SSC laptops connect to
a Local Area Network (LAN) that
would be familiar to anyone using
laptops on a network. Payloads are
generally controlled from the SSC.
Through the SSC, astronauts can read
email, access the internet, and use an
Internet Protocol (IP) phone.

Initially, the Onboard Data Interfaces
and Network (ODIN) officer
operated the ISS C&DH system.
Later, the ODIN function merged
with the Communications and
Tracking Officer function to form the
Communications Radio Frequency
Onboard Network Utilization
Specialist (CRONUS) position. ODIN
was supported in the back room by a
resource avionics engineer. Although
the SSCs are computers, they are not
part of the C&DH system. Rather,
the SSCs are handled by the PLug-
in-plan and UTilization Officer flight
control position (see Introduction)—
also known as PLUTO—and are not
discussed here.

Overview

The USOS C&DH system consists
primarily of 46 nearly identical
computers networked into a top-
down tiered structure, as illustrated
in Figure 1. At the top of the pyramid
is the Command and Control System
(CCS), a triply redundant set of
computers located in the Laboratory

Module that act as the brains of the
USOS. Only one computer controls
the system at a given time; if that
computer fails, the second or third
will take over operations. Due to
the critical role of the CCS, three
computers are required to ensure
that multiple failures would not
disrupt the control of the vehicle.
The ground directly interfaces with
the CCS via uplinked commands
through the Communication and
Tracking (C&T) system (see
Chapter 13), whereas the crew can
interact using a PCS. The CCS
interfaces directly with the top-level
computer on the Russian Segment
known as the Service Module
Central Computer (SMCC), as well
as the computers in the European
and Japanese modules.

The local tier (Tier 2) is located
below the control tier. Computers

at the local level control most
spacecraft functions as well as the
partner modules. Computers inside
the ISS control such functions as the
regenerative life support systems,
ventilation, and temperature control
while those on the exterior control
heat rejection and the giant solar
arrays. Another Tier 2 function is that
of Guidance, Navigation, and Control
(GNC), which drives the Control
Moment Gyros while calculating the
trajectory of the ISS using Global
Positioning Satellite (GPS) sensors.
Although still important, the Tier 2
computers are not as critical as the
CCS and, therefore, have only a
single backup in case of failure.

At the bottom of the triangle is the
user tier, indicated as Tier 3. This
tier is responsible for control of all
sensors and end effectors that are
wired to computer cards within the
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Figure 1. Representation of the USOS C&DH system illustrating the tiered nature of the computer system. Tier 1 (the top tier) is the control tier, directing
(red lines) all the lower-level computers. Data, or telemetry (purple lines), rise from the lower tiers back to the top where it is radioed to the ground control
team or sent to the crew’s portable computer system. Tier 2 (the local tier) is where major functions such as guidance or thermal control are performed. All
the sensors, fans, pumps, valves, etc. are controlled at Tier 3 (the user tier).

Tier 3 Multiplexer/DeMultiplexers
(MDMs). Sensors include devices
that can measure the carbon dioxide
or oxygen level of the crew’s
atmosphere, the pressure inside a
cooling loop, the speed of a fan, or
the temperature of something. These
devices are wired to an Input/Output
(I/0) card in the computer. The value
read by the sensor is transmitted to
the card, which the computer will
output to the Tier 2 MDM above it,
where it is passed to the Command &
Control (C&C) MDM for downlink
to the ground. End effectors are
items with moving parts, such as

a switch or a motor, to effect a
change. Some end effectors actually

fire pyrotechnics (i.e., explosives)
such as those used to release straps
holding collapsed radiators in place
for launch. Solenoid Driver Output
Cards provide the interface between
the MDM and the end effectors.
When power is applied to the card,

a solenoid will physically move to
push or pull an item such as a valve
into position. The ISS has thousands
of these sensors and effectors, and
almost all are replaceable on orbit

if a repair is required. The Remote
Power Control Modules (RPCMs),
which are effectively circuit breakers
that can be opened or closed via
computer, are the most common type
of effectors.

Robustness at the user tier level
(Tier 3) is achieved through
redundancy of the systems. For
example, a critical system may have
two independent power feeds so that
no interruption of electricity occurs
if one power feed fails. Another
example is where two separate
heaters exist when only one would
ever be needed. Tier 3 computers do
not have backup MDMs since the
systems themselves have layers of
redundancy to protect against critical
failures; of course, spare boxes are
available on orbit to replace failed
boxes. A summary of all the tier
computers is provided in Table 1.
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Table 1. A Summary of the Computers and their Functions on the ISS

Multiplexer/
DeMultiplexer

Configuration

Major Software Functions

TIER 1

C&C-1
C&C-2
C&C-3

® Three fully redundant MDMs
e All powered on

* One operating as Primary

¢ Located internal to US Lab

® Process commands from Mission Control Center-Houston and PCS provide
telemetry to Mission Control Center-Houston and data to PCS, redundancy
management for Tier 2 MDMs, and time management. They also control
station modes, software interface to International Partners, and File Transfer
management.

* Emergency and Vehicle Safing: Execute commands to safe vehicle in response
to an emergency event

e Manage S-band, Ku-band, ultra-high frequency, audio, video, control high-
rate data link, and access mass storage device in support Communications
Outage Recorder function

e Control Lab Direct Current (DC)-to-DC Converter Units, control RPCM for
S0 and External (EXT) MDMs, control rack power based on switch position,
execute power and thermal load sheds

e Control and coordinate attitude control handovers
¢ Interface to Robotics Work Station

TIER 2

Connected to Command & Control

Internal (INT)-1
INT-2

e Two fully redundant MDMs
* One powered on

® One operating as Primary
e | ocated internal to US Lab

e Control most Lab RPCMs

¢ Monitor and control of Internal Thermal Control System (ITCS) in Lab/Node 2
including failure and leak detection/response

* Atmospheric control, water recovery, fire detection, temperature control
e Common Berthing Mechanism (CBM) control and safing

EXT-1 * Two fully redundant MDMs ¢ High-level control of Solar Array Rotary Joint
EXT-2 * One powered on ¢ High-level control of External Thermal Control System and Thermal Radiator
* One operating as Primary Rotary Joint
e Located on SO Truss * Provides high-level control of: Structural Dynamic Measurement System,
Common Attachment System, Segment-Segment Attachment System
e Control of Mobile Transporter
GNC-1 ¢ Two fully redundant MDMs ¢ Provide non-propulsive attitude control by controlling Control Moment Gyros;
GNC-2 « Both powered on generate and supply pointing data

* One operating as Primary
e | ocated internal to US Lab

Power Module
Control Unit
(PMCU)-1
PMCU-2

® Two fully redundant MDMs
® One powered on

e One operating as Primary
¢ Located internal to US Lab

¢ Monitor and control of Main Bus Switching Units and most Station DC-to-
DC Converter Units, provides gateway for PhotoVoltaic Module equipment,
provides solar array pointing data, monitor and control of some Lab RPCMs,
control RPCM for PL-2 MDM

e Control of PhotoVoltaic Control Unit (PVCU) MDMs

Payload (PL)-1
PL-2

¢ Two fully redundant MDMs
* Both powered on

* One operating as Primary
¢ Located internal to US Lab

¢ Payload software support

e Configure, monitor, and control: Automated Payload Switch and Payload
Ethernet Hub Gateway

Habitation
Control Zone
(HCZ)t - 1
HCZ-2

® Two fully redundant MDMs
® One powered on

* One operating as Primary
¢ Located internal to Node 3

¢ RPCM control
¢ Monitor and control of Node 3 ITCS including failure and leak monitoring

* Atmospheric control, water recovery, fire detection, temperature control,
regenerative life support systems

e CBM control and safing

1 Initially intended to control the Habitation Module, these MDMs were repurposed after

that module was deleted from the program.
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Table 1. (continued)

TIER 3

Connected to Internal Multiplexer/DeMultiplexer

Node 1 (N1)

® Two partially redundant
MDMs

¢ Both powered on

* One operating as Primary,
one as Secondary

¢ Located on PMA-1

¢ Also an connected to C&C
MDM

¢ Node 1 monitor and control: fire detection and isolation

¢ RPCM control

® Heater control, cabin pressure monitoring

e Control CBM

® Recovery of USOS command and control interface (Mighty Mouse)

Laboratory-1

¢ Located internal to US Lab

* Smoke detector monitoring, Common Cabin Air Assembly (CCAA) control,
InterModule Ventilation (IMV) control

¢ | ow Temperature Loop (LTL) temperature control, Loop Crossover Assembly
(LCA) valve control, rack flow control

* Rack power switch monitoring

Laboratory-2

¢ Located internal to US Lab

¢ Smoke detector monitoring, CCAA control, IMV control

* Moderate Temperature Loop (MTL) temperature control, LCA valve control,
rack flow control

® Rack power switch monitoring
¢ Lab Caution & Warning (C&W) panel control

Laboratory-3

¢ Located internal to US Lab

¢ Air revitalization, vacuum system control
¢ ITCS rack flow control
® Rack power switch monitoring

Airlock e | ocated internal to Airlock ¢ Airlock smoke detector monitoring, CCAA, IMV control, depress pump control,
Battery Charger Assembly, Umbilical Interface Assembly
Node 2 (N2) e Located internal to Node 2 * Node 2 smoke detector monitoring, CCAA, pressure monitoring, IMV control

* Node 2 control and monitoring

* Rack power switch monitoring

e Node 2 C&W panel control (N2-2 MDM)

¢ Japanese Experiment Module C&W panel control (N2-1 MDM)

GConnected to Ex

ternal Multiplexer/DeMultiplexer

S0-1, S0-2 * Two partially redundant e Structural Dynamic Measurement System
MDMs e Heat exchanger control, some External Thermal Control System monitoring
* Both powered on and Failure Detection, Isolation, and Recovery
¢ Operating as bus controller e SO RPCM control
(BC) on different buses
¢ Located on SO Truss
S1-1, §1-2, P1- | ® Two partially redundant * Thermal Radiator Rotary Joint control, S1-1/P1-2 MDMs provide primary
1, P1-2 MDMs External Thermal Control System insight, S1-2/P1-1 MDMs provide External
* Both powered on Thermal Control System pump commanding
* Operating as BC on different | ® S1/P1 RPCM control, S1 MDMs control RPCMs for S1 and Starboard Thermal
buses Radiator MDMs, P1 MDMs control RPCM for P1 MDMs
e Located on S1/P1 Truss
S3-1, 83-2, e Two partially redundant e Solar Array Rotary Joint control, S3/P3 RPCM control, S3 MDMs controls
P3-1, P3-2 MDMs RPCMs for S3 MDMs, P3 MDMs controls RPCMs for P3 MDMs
e Both powered on
e Operating as BC on different
buses
* Located on S3/P3 Truss
Starboard ¢ Located on S1/P1 Truss ¢ Radiator beam insight and commanding
Thermal
Radiator,
Port Thermal
Radiator

(continued next page)
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Table 1. (continued)

Connected to Power Module Control Unit Multiplexer/DeMultiplexer

P4 PVCU-2A, * Two fully redundant MDMs
P4 PVCU-4A * Both powered on
S4-PVCU-1A ® One operating as Primary
S4-PVCU-3A * Located on respective Truss
P6-PVCU-2B Segment

P6-PVCU-4B

S6-PVCU-1B

S6-PVCU-3B

Switching Units

e Control power generation through pointing of Beta Gimbal Assemblies, control
energy storage by control of Battery Charge/Discharge Units, monitor battery
units, control, monitor, and provide control for Sequential Shunt Units and DC

e Control PhotoVoltaic Thermal Control System

Connected to Habitation Control Zone Multiplexer/DeMultiplexer

Node 3-1 ¢ | ocated internal to Node 3
(N3-1) * No redundancy
N3-2

¢ Rack power switch monitoring

* Node 3 smoke detector monitoring, CCAA, pressure monitoring, IMV control
e Node 3 MTL [N3-1]/LTL [N3-2] control and monitoring

e Node 3 C&W panel control [N3-1 MDM]

The European and Japanese modules
each have their own computer
systems that monitor and control

all the systems in that module. The
primary computers in each module
are Tier 2 computers underneath the
CCS. On the Russian Segment, the
computer system is also broken down
by tiers, but with less resolution.

The main computer on the Russian
Segment consists of the SMCC,
which is analogous to the C&C
system on the USOS. The main
connection between the segments

for data transfer is between the
SMCC and the CCS. Although the
SMCC contains three computers,
these systems are not redundant
boxes such as the CCS, but are
rather a voting block similar to the
General Purpose Computers (GPCs)
on the Space Shuttle. Specifically,
all three computers are always
operating, processing commands and
telemetry; however, if one reports

a discrepancy, it is voted out and

the other(s) continue(s) without the
malfunctioning computer. The three
Service Module Terminal Computers
(SMTCs) operate in a similar fashion.
The SMTCs connect to, and parallel,
the USOS GNC computers. Other
functions such as thermal control and

life support are spread out between
the SMCC and SMTC systems.

Multiplexer/DeMultiplexer

The MDM is at the core of the C&DH
system on the USOS. Multiplexing

is the process of taking data from
many inputs and formatting them

into a single continuous data stream.
Demultiplexing is the reciprocal
process of breaking a single stream
into its basic components and
transmitting the resulting data to

the required end user. These data,

or telemetry, contain the details

of everything about the spacecraft
ranging from temperatures of items
(e.g., the fragile aluminum shell of
the ISS), to angles of articulating
components such as the solar arrays,
to the attitude and velocity of the
vehicle. It also includes the health and
status of the MDMs.

An Intel 386 processor is at the heart
of most MDMs. In an age of ever-
more-powerful computer chips, this
may seem ridiculously antiquated,
however, this processor has enough
computing power to get the job done.
The lag behind current technology

is due to the life cycle of computer

hardware development. Designing
a spacecraft, testing and certifying
an item for the space environment,
building the hardware, and finally
implementing on orbit takes many
years. For computers that evolve
yearly, this may overlap several
generations of improvements. Since
the faster chips are also thinner,
they are much more susceptible

to radiation interference in space
causing the computer to lock up.
This is not acceptable for the MDMs
that control critical functions.

There is generally little need or
ability to upgrade the MDMs in
most spacecraft, once the MDMs
are in operation. However, the ISS
MDMs were designed such that
improvements could be incorporated
if the need and money were available.
The major limitation of the MDM
is not the processing speed, but
rather the memory available and the
communications network. As some
of the functions on the ISS evolved,
especially the Ku communications
systems (see Chapter 13), the CCS
processor was upgraded to the
Enhanced Processor and Integrated
Communications card, which
contained a Pentium chip.
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Table 2. Comparison between the Standard MDM with the Enhanced Unit. In recent years, the C&C, GNC, PL, and EXT MDMs were upgraded as indicated
in parentheses. See also Chapter 6.

Gomponent Function Standard MDM | Enhanced MDM
80386 Processor Chip Microprocessor (CPU) of the MDM 12 MHz 16 MHz (144 MHz)
(Pentium 266 MMX)
Electrically Erasable Nonvolatile storage area for the MDM and 1 MB 1 MB
Programmable Read-Only application software. This includes the
Memory MDM boot-up software.
Dynamic Random Access Volatile storage area where applications 2 MB 8 MB (64 MB)
Memory execute
Analog to Digital Chip Converts analog data received from I/O Present Present, but only to measure the
Converter cards to digital data internal temperature of the MDM
Math Coprocessor Chip that assists the CPU in performing Not present Present
certain types of operations increasing the
computer’s speed

The ISS MDMs come in two styles:
standard and enhanced. Table 2

lists the basic properties of the ISS
MDMs. The main difference is that
the enhanced ones have a bit more
memory (8 MB versus 2 MB),

a faster processor (16 MHz vs

12 MHz), and can hold an additional
memory card whereas the others
cannot. The standard MDMs come

in several sizes depending on how
many I/O cards they can hold; i.e., 4,
10, or 16. MDMs within a class are
interchangeable. Whole boxes are not
generally retained as spares on orbit,
but a few generic MDMs or spare
cards are present. If a specific MDM
experiences a fatal failure, a new box
or card is installed and the appropriate
software is installed. Not all enhanced
boxes contain a hard drive. Tier 1 and
Tier 2 MDMs are of the enhanced
type. Since the standard MDMs do
not need to read data off of a disk or
store data, they do not require hard
drives and, at that point, resemble a
tablet more than a desktop PC. All
the system software is resident in
nonvolatile electronic memory on

a circuit card. Figure 2 shows the
layout of a basic MDM. Two of the
enhanced MDMs—C&C and Payload

Figure 2. Photographs of an MDM. The top picture shows the MDM with all the various computer
cards. The SSMMU is the wide device at the right of the card set. A picture of the computer cards is
shown in the bottom image.
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(PL)—come with additional memory
storage. Initially, this storage was in
the form of a 300 MB Mass Storage

Disk (MSD). This was actually a The C&C and PL MDMs were launched in 2001 with MSDs. Primary use
spinnir‘lg magnetic disk commonly for the disk was to store the operating software that could not fit into the
foupd in most desktops. In 2091, nonvolatile memory. The C&C MSD also functioned as a telemetry recorder
Solid State ME}SS Memory Units for later playback when the ISS was out of communication with the ground,
(SSMMI{S) Wlﬂ}]] 2 MB ﬂiSh mﬁmow as well as a staging place for uplinking or downlinking data files. NASA
§;‘is{?rﬁ)ka§§rddtpfo(\lflisdkess' thiﬁer?i[: accelerated a planned upgrade to newer SSMMUs in the summer of

2001 after the hard drives on all three C&C MDMs failed during the Space

to the MSD/SSMMU. i .

Transportation System (STS)-100/ISS-6A mission due to damage on the
Since sensors come in a variety delicate surface of the disks. In 2004, the CCS software was redesigned to
of types (e.g., analog, digital), the fit as a zipped file in nonvolatile memory so that the system could almost
Tier 3 MDMs contain a number of always boot up for most failures. In the initial design, display data needed
I/O computer cards that transmit the for the crew’s PCS displays resided as files on the C&C MSD, which were

data. The measurement of temperature
or voltage are examples of analog
data in that the sensor will read the
value (e.g., 15.3°C [59.5°F]) and
transmit that number to the computer.
Data that are discrete in that they
report binary data use digital cards.
Of course, even the analog data are
sampled and digitized—like music is

transferred over when the crew activated that display. However, these
displays would not work with a failed MSD, so they were moved to spare
memory of the High Rate Data Link card. When the MSDs failed during and
after STS-100/ISS-6A, identical units from the PL MDMs were removed,
installed into the C&C MDMs, and reformatted. The CCS software was then
completely reloaded onto the drives.

sampled and digitized on a compact old, but it is well tested and robust, data transfer rates were adopted. The
disc—so that the data may easily be and has been used on aircraft and copper wire busses actually consist
transmitted to the ground. These cards  jlitary ships. Originally, the design of two separate-but-identical cables
are summarized in Table 3. of the Space Station Freedom, which called channels. If an MDM is having
MDMSs communicate over a network was to use as much groundbreaking trouble talking to another device on
of busses that consist of twisted technology as possible, called for one channel, the system will switch to
copper lines using the Military a fiber-optic computer network. another channel and try talking to that
Standard 1553 communication However, when this proved too channel. Each channel’s wire is also
protocol. This protocol may be a bit costly, copper cables that did limit physically separated from the others.

Table 3. Summary of Standard MDM Card Properties

Input/Output Card Typical Use Number of Number of Cards
Channels on the International
Space Station
Low-level Analog Reads analog voltage or supplies the current source to 32 57

measure the drop across a Resistive Temperature Device.
Mainly used for precise temperature measurements.

High-level Analog Reads analog sensors (pressure, flow rate, speed). 32 24

Analog Input/Output Drives analog effectors (valves and switch positions) and 16 22
reads voltages.

Digital Input/Output Reads discrete sensors (valve and switch positions). 32 54

Solenoid Driver Output Activates and deactivates solenoids and valves. 16 26
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This provides redundancy throughout
the network, protecting against such
problems as high-velocity debris
hitting the ISS or a fire that may
disable a single channel.

Data are transmitted at multiple rates
at the same time (0.1 Hz, 1 Hz, and
10 Hz), the higher speeds being for
the most critical items. A controlling
MDM is called a bus controller (BC)
as it sends out commands and timing
signals to all the devices on the bus
and, in turn, reads the status telemetry
that is transmitted by the client
MDMs. Any device that is listening
on the bus is known as a Remote
Terminal (RT). The BC will send a
command to an RT and the RT will, in
turn, report the status of that command
back to the BC. Thus, a command

to open a valve might have to travel
from the ground, over to White Sands
Test Facility, up through the Tracking
Data Relay Satellite System (see
Chapter 13) and over to the ISS on
S-band, and be received by the C&C
MDM, transmitted to a Tier 2 MDM,
and routed by the Tier 3 computer

to the destination device before the
action takes place. The status of the
command on the RT is then routed
along the reverse path to the flight
controller’s computer display—a
process that must occur within
seconds of sending the command.

The MDMs have several different
operating states, but generally there
are three main ones. The first is an
interim state called Standby. After
booting up, the MDM is ready to
perform its role but is not actually
doing anything. This is similar to
a desktop computer having booted
up but with no applications having
been launched. At this point, the
MDM is a remote terminal on

the bus, listening for commands.
Some MDMs will transition to the
Operational state automatically,
whereas others require commanding.
At this point, the MDM can
exchange commands and telemetry
between the lower computers or
sensors on the busses underneath it,
which means it is now the BC and

is fully operational. Where there are
redundant MDMs, only one can be a
BC; the other MDM stays in Standby
or Backup. As with earthbound
computers, MDMs can fail at any
time; however, due to extensive
testing, such failures are rare. If the
computer hardware fails or locks

up, the computer is no longer a BC.
If the software detects something
wrong (e.g., a numerical value out of
valid range), rather than lock up in
an analogous “blue screen of death,”
the MDM will usually automatically
enter the Diagnostic state. This is
similar to the safe mode on most
desktops or laptops. In this state, the
flight control team can look at health
and status indicators to determine the
problem. Generally, these errors are
transient mistakes fixed by patching
computer code or rebooting.

The C&C MDMs are configured as
an operational Primary, a Backup
ready to take over instantly, and a
Standby. This is unlike the Russian
system where multiple duplicate
units run simultaneously, comparing
data and voting on the results. If the
Primary should fail or be commanded
out of its role by the ground

control team, the Backup would
take over almost instantaneously.
Whereas some reconfiguration of
the system would be required, most
critical functions are ready to take
control. Some configuration can be
commanded to the Backup while

additional status information is
routinely “check pointed” between
the MDMs to ensure a smooth and
expeditious transition. The Standby
would take over directly as Primary
if the other two MDMs should fail;
however, additional configuration
is required since no check point
data or configuration is available

in the Standby mode. (Although
exchanging check point data is
efficient in keeping computers in
synchronization, it can potentially
propagate some software error and
therefore is blocked to the Standby.)
However, the nominal case would
be for the MDM to transition to the
Backup role after a Primary MDM
has failed or been commanded out
of operations automatically, where
the operators would then configure it
as a Backup.

Time is one of the most critical
parameters on the ISS for several
reasons. First, time is critical for
knowing the location of the ISS

in its orbit. Traveling at a speed

of nearly 8 kilometers/second

(5 miles/second), a few seconds

of error can quickly turn into large
uncertainties in distance. Location
accuracy is crucial when another
vehicle is coming to the ISS or for
pointing the Ku antenna precisely

at a Tracking and Data Relay
Satellite. Second, with such a large
number of computers, it is important
that information is exchanged
carefully. The CCS acts as the global
timekeeper on the ISS. Basically, it
sets the time, and all other computers
in the C&DH system synchronize to
it. Although computers can maintain
time fairly accurately, no two
oscillators behave exactly the same.
The oscillator essentially acts like

a clock pendulum. Two computers
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that are synchronized will eventually
drift apart as the “pendulum swings”
of their oscillator are different. For
the computers used on the ISS,

the difference is on the order of
milliseconds. Still, information can
get garbled as it passes back and
forth due to these differences. For
example, a command might not
reach its correct destination because
one computer is trying to pass it to a
second computer that is not ready to
receive it. If an MDM gets ahead of
or behind the CCS, it will adjust its
pendulum swing in the oscillator to
drift back to the correct time before
the difference becomes too large.

Upon boot up, the default time in

the C&C MDM is January 1, 1992
(the time when the GPSs were
initialized), not unlike a digital clock
that defaults to 12:00 when first
plugged in. Thus, the time in the
C&C MDM needs to be reset. This
can be accomplished in multiple
ways. Most modern spacecraft use the
GPS time, due to its accuracy. The
GNC system has multiple antennae
to receive the GPS signals for this
purpose. Unfortunately, these signals
can become interrupted or confused
when, for example, some of the
signal is reflected off parts of the ISS
to the antenna. This can create the
undesirable effect of causing the time
value to jump around. The lower-
tier MDMs, designed to gradually
drift their own clocks to keep up
with the C&C, cannot respond

fast enough. When this happens,
lower-tier computers can become
unsynchronized with the CCS.
Therefore, the ODIN/CRONUS flight
controller monitors the CCS time
and manually adjusts its oscillator to
maintain GPS time.
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Portable Computer System

The PCS is the crew’s interface with
the station’s computer system. With
the PCS connected to the C&C MDM
via a special cable to a 1553 bus, as
shown in Figure 3, the crew can send
commands to the vehicle and receive
the status of most systems. As many
as eight PCS laptops can be connected
at any given time. These laptops are
distributed around the ISS in areas
where the crew will be working.

The PCS is currently an IBM T61
laptop with a duo-core processor,
which is in line with the goal of using
as much commercial off-the-shelf

equipment as possible. The PCS has
the same hardware, although not
the critical software, as the crew’s
SSC so that spares can be swapped
back and forth easily, as needed.
Basic parameters of the PCS are
listed below. The PCS platform

is the Scientific Linux operating
system, based on UNIX, which uses
a graphical windowing environment
based on X-Windows. Both the PCS
and the SSC can talk to a printer.

As the crew’s primary systems
interface, the PCS needs to provide
easy-to-use software that is intuitive
to an astronaut of any nationality,
especially during an emergency.

¥
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DC Power Cable
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and 1553 Cable
(UOP to

Power Supply)

Figure 3. The PCS consists of a laptop with specially written software that plugs into a Utility Outlet
Panel using a dedicated junction box that converts the station power to standard 120V as well as a
1553 data cable. This panel provides electricity as well as a 1553 data connection to the CCS.




Table 4. Basic Parameters of the PCS

Features Specification

Processor 2.5 GHz core duo

Memory 4 Gb RAM

Hard Drive 160 Gb

Battery 2.0-hour lithium ion battery

Display 39 cm (15.4 in) diagonal LCD display with active matrix 1920 x 1200 pixel resolution, 256 colors
Dimensions 4cmx36cmx2128 cm (1.4 in. x 14 in. x 11 in.), 2.7 kg (6 Ib) with battery and DVD drive
External Power Supply 28V DCor120V DC

Expansion Slot Single slot for 1553 interface connector

Peripherals DVD-RW/CD-RW

Pressure Range 456 mm Hg (9.0 psi) to 827 mm Hg (16.0 psi)

~i FLS R12,006.XTION Home Page [E i E|

'I'llllll'l' .

Figure 4. An image of the home page on the PCS. Each module of the ISS is represented. In addition, the astronauts can navigate to a specific system using
one of the icons on the right side of the screen. From top to bottom: C&DH, communications and tracking, life support, power, attitude control, mechanical
(not used), thermal control, extravehicular activity, medical, racks (not usead), robotics, and emergency escape System (not currently used). Certain functions
such as viewing the listing of commands (“Cmd Log”) issued by the laptop, a summary of fire or rapid depress status, or other miscellaneous tools can be
accessed on the left side of the screen. Visiting vehicles such as the Automated Transfer Vehicle are also shown, when appropriate.
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The home page Graphical User
Interface (GUI) is shown in Figures 4
and 5. At a high level, the home page
is a graphical representation of the
ISS. Crew members can examine the
status of all the systems in a specific
module by clicking on the appropriate
icon. Alternatively, the crew can

that system along the right side of the
screen. Since the ISS is occupied by
people from many different cultures,
generic icons (e.g., a lightning bolt
for the electrical system) are used as
much as possible. The GUI graphics
are integrated into the station’s
Caution and Warning (C&W) system.

module is experiencing an alarm.
Some emergencies, such as fire or
toxic atmosphere, can result in the
entire crew being isolated in the
Russian Segment. A PCS is always
maintained in that segment so that
insight of the USOS is retained, even
if the crew is temporarily cut off.

examine all aspects of a particular
subsystem by selecting the icons for

For example, a module is highlighted
red or yellow if a subsystem in that
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*’”' B el e e S— Node 3 and the P6 segments indicate an alarm. The crew selects the module

B that, in the example, shows a caution-level event in the Node 3 Environmental
: Control and Life Support System (top right). The control page for the rack
shows (lower right) that the Carbon Dioxide Removal Assembly is in alarm.
Selecting that module brings up a detailed page where the crew and ground
can isolate the fault and perform further troubleshooting (bottom lef?).
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Caution and Warning

One of the most critical functions
of the C&DH system is that of
C&W. Alarms, or C&Ws, come in
four classes. The most dangerous
problems for a crew are fire, rapid
depression of air, and toxicity in
the atmosphere (i.e., from a leak

in the ammonia cooling system,
failed environmental equipment,

or a spilled experiment). These are
class 1 alarms (emergencies). Class
2 alarms (warnings) indicate that
the crew or ground needs to take
immediate action to avoid injury or
death of the crew or damage to the
ISS. Emergencies and warnings are
indicated by red on displays. Class
3 alarms (cautions) are indicated by
yellow and do not require immediate
response by the crew or ground;
however, if left uncorrected, such
situations could develop into a
warning-class event. The lowest
level of alarms (advisories) indicate
something is wrong that does not
require immediate attention. These
are more akin to the “check oil”
light on a car. A special subset of
advisories is the robotic advisories,
which provide alerts for the robotic
systems only. The number of
alarms include approximately 80
emergencies, 800 warnings, 2300
cautions, and 6100 advisories. The
majority of alarms indicate a failure
of a redundant component, thereby
posing no immediate threat. Failures
are detected by an MDM in the
chain and fed to the C&C MDM,
which, in turn, determines the level
of the alarm and routes it to audio
speakers, light panels, and the PCS
to alert the crew and ground. Most
modules contain speaker systems for
annunciating an audible alarm, much

Figure 6. The C&W panel. Each button will illuminate red or yellow as appropriate to indicate the
presence of an alarm. The crew will push the button to either manually initiate an alarm, or to silence the
tones. A glass cover protects against crew members accidentally bumping one of the emergency alarms.
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Figure 7. The C&W Summary used by the crew and flight control team in mission control. Events
that are actively in alarm are indicated with yellow or red, depending on the class. Less-critical
aadvisories are shown in white. Text describing the alarm is shown in the middle, followed by the time
the alarm annunciated (in Greenwich Mean Time). The bottom displays a log of events and history
(e.g., in alarm, normal).

alarm. Distinctive frequencies are
required because one anomaly (e.g.,
a fire) could produce multiple class
failures and the crew needs to know
quickly which is the most critical.

like a fire alarm in public buildings.
Each class, except advisories, has

a distinctive frequency to allow the
crew to differentiate between alarms.
Adpvisories do not produce an audible
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Many modules possess C&W panels
with colored lights that indicate an
alarm is present (Figure 6). Pushing

a button on the C&W panel will
silence the alarm tones until another
failure occurs. Crew members can
manually initiate an alarm by pushing
an alarm button on the panel if, for
example, they detect something

such as smoke that the automated
systems failed to detect. Each alarm
also has an associated detailed text
message that is displayed in the C&W
Summary. This text message explains,
in English, the nature of the failure
(Figure 7). Generally, the ground

will try to work most events unless a
long period without communications
(either scheduled or unplanned due to
a failure) is anticipated.

If an individual alarm becomes

a nuisance, it can be “inhibited”

to prevent disturbing the crew
unnecessarily. In this case, the system
completely ignores the alarm and no
one, not even the ground, is alerted.
An example might be the water level
of a condensation tank. If the level

is oscillating right above and below

a critical level, the alarm might be
triggered repeatedly. If it is deemed
noncritical and the ground can
monitor the level closely, the alarm

is then inhibited. The audio alarm
also could be suppressed when the
crew might need to be alerted to an
alarm eventually but not immediately.
In this case, the lights would still
illuminate and the message would be
present on the PCS, but no alarm tone
would be issued. Thus, the crew and
ground could monitor the situation
without being deafened by the loud
tones. This is especially useful during
crew sleep periods.
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Software

The software executing in each
MDM, the User Application
Software, is unique to the function of
that particular MDM. For example,
the software executing in the GNC
MDM contains routines that are
needed for attitude control and
navigation. Different software runs
in the External MDM, which is
mainly concerned with controlling
the solar arrays and the External
Thermal Control Systems. Utilities
such as communicating on the bus
are common between all the MDMs
(although with a few minor deviations
developed across the different
systems). Different segments of
Boeing, the prime ISS contractor,
produced different software systems.
All combined, the ISS C&DH system
consists of approximately 1.8 million
lines of computer code.

Sometimes, software needs to be
changed. This can be accomplished
in two different ways on the ISS.
First is through the use of a Pre-
Positioned Load (PPL). APPLis a
file of data parameters or commands
that can be uplinked by the flight
controllers at any time to change
specific values. For example, a
critical PPL is the one that controls
load sheds. A load shed occurs if
the Electrical Power System cannot
produce enough electricity. This
could happen if the guidance system
failed and the ISS was no longer
able to point the solar arrays at the
sun. If a load shed is triggered, the
PPL will execute the commands
inside of it to power off the least-
critical equipment first and then
pause. If the power problem is more
severe, the flight control team or the

automatic software will resume the
execution by the PPL, thus powering
off additional equipment. This list

of equipment also changes as the
station changes (e.g., if modules are
added or moved); therefore, the PPL
is periodically updated. Alternatively,
the temperature at which a heater
turns on or off might need to change,
just like adjusting the thermostat

in a house. Rather than change the
software code, the software looks at a
particular value defined in the PPL. If
this needs to be changed for whatever
reason—say, from 18°C (64°F) to
15°C (59°F)—a new value is set in
that particular PPL. The software
itself can also be updated. This is
discussed further in Chapter 6.

Another critical function of the
C&DH system is to recover the
function lost when a failure occurs.
This software is generally referred

to as Failure Detection, Isolation,

and Recovery. The software will first
detect the failure of a component

and annunciate a C&W message,
depending on the severity. Many key
ORU s on the ISS have what is called
a heartbeat—basically, software that
is constantly counting up. If this
number is changing, the ORU is alive.
A static heartbeat means the ORU

is no longer healthy. Many systems
that die will also loose computer
communications with the MDM.
Isolation refers to the software taking
an action to put the system into a safe
configuration. For example, if a valve
is stuck closed in the cooling system,
the pump can be damaged by trying
to push fluid against it. This is called
dead heading. The isolation software
will turn off this pump. Recovery
means that a backup system, if
available, would be turned on.



A special case occurs when an

MDM fails. Among the MDMs,

the C&C performs the recovery of
the Tier 2 MDMs since they are
redundant. Upon detecting a loss of
communication with a Tier 2 MDM,
the C&C will power on the Backup
(normally kept off to minimize

wear and tear) and command it
operational. This process is called
Redundancy Management (RM).

A serious scenario, such as a major
power channel failure, can cause
multiple components, including
MDMs, to be powered off. The CCS
will perform RM on each Tier 2
MDM that failed, beginning with the
most critical MDM. As the Tier 2
MDMs are recovered, they will detect
any problems in their systems and
will execute automated software to
reconfigure their system, including
bringing online redundant equipment.
For example, the same power channel
failure that powered off an active
INT MDM could have left half the
pumps for the internal cooling system
unpowered in the Laboratory Module.
The newly recovered INT MDM will
detect one pump as off (“failed””) and
reconfigure the water loops so that the
remaining pump is cooling the entire
system. Flight controllers will then
do any further cleanup of the less-
critical systems. Critical equipment,
including MDMs, are usually put on
different channels to minimize such
impacts from the failure of a single
power or cooling channel. Thus, if
C&C-1 MDM is the Primary MDM,
the INT-2 MDM on a different power
channel may be configured as the
Primary for that pair so that an issue
with the power system is unlikely to
power off both at the same time.

Another key function of the software
relates to what are called modes. The
ISS is a large, complicated system.

When the vehicle is reconfigured
for key activities—e.g, preparing
for the docking of a visiting
vehicle—a lot of systems have to be
changed to support the new mode

or configuration. Mode transitions
are automated to help relieve the
work of the ground team. When the
ISS is supporting regular increment
operations, it is in Standard mode.
The ISS transitions to Proximity
Operations mode for visiting vehicle
dockings. When the command is
given, the C&C MDM will fire off
a large number of commands to all
the systems to configure the systems
appropriately. Other modes include
Microgravity, Reboost (for raising
the station altitude), and External
Operations (intended to be used for
extravehicular activities). A Survival
mode attempts to maintain the
minimum systems required to keep
the crew alive.

Assembling the Command
and Data Handling System

Assembling the C&DH system was
relatively straightforward, unlike
several other systems described
elsewhere in this book. Adding a
computer to the network on the

ISS is not all that different from
adding a computer on a home or
work network—with one notable
exception. Prior to ISS-5A, the only
USOS MDMs were the Node MDMs
and the P6 PhotoVoltaic Control Unit
(PVCU) MDMs. The crew would
interface with the Node Control
Software using the early PCS. At
5A, a number of MDMs were added
and the PCS became the permanent
method for crew interaction with the
C&DH system. Transitioning from
Node software to CCS control at SA
was the biggest expected challenge

for the ODIN team during the ISS
assembly process.

The Node Control System (NCS)
assumed interim C&C upon power-
up in 1998 of the first element of

the USOS—Node 1. The NCS
controlled some fans and connected
to the Early Communication System,
which was used for talking to the
crew and getting status telemetry

on the ground. Later, at 4A, the
Node MDMs worked with the
PVCU computers on the P6 module
to provide power. The Laboratory
Module, launched in 2001, contained
the CCS, which was destined to

be the Tier 1 C&C as well as the
INT, EXT, and GNC MDMSs. The
challenge is that the station cannot
be without a Tier 1 computer for
extended periods of time, and there
can be only one Tier 1 controller

at a time. Therefore, a careful
handover from NCS to CCS had to
be developed. Fortunately, a function
designed to recover the C&C MDMs
in the event of a failure provided a
clever mechanism to achieve this.

The NCS is technically a Tier 2
system under the CCS. Early on,

it was realized that, in the unlikely
event of all three C&C MDMs
failing, there needed to be a way

to power cycle them in the hope of
recovering them (much as a desktop
or laptop can be recovered if a
software lockup occurs). If that effort
was not successful, there needed to be
a way to assume control of the ISS. If
all three C&C MDMs were to fail, the
NCS would detect the absence of a
BC and begin power cycling the C&C
MDMs. The NCS would then give

up the bus control to allow the CCS
to boot up and take charge. If, after a
certain amount of time, the NCS still
detected no BC, it would go back to
controlling the main busses until the
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flight controllers reconfigured the
system. Although the NCS cannot
really communicate with the INT,
EXT, or GNC MDMs, it would still
provide the crew with at least a small
amount of insight and control. Since
the Node MDMs were the “little
guys” compared to the “big” C&Cs,
this software process was dubbed
Mighty Mouse, based on the old
American television and film cartoon.

Activating the Laboratory Module—
the brains of the USOS—at 5A was
a bit of a chicken-and-egg dilemma.
Computers were needed to operate the
systems, but they generated heat as
did the other systems coming online.
Therefore, the Thermal Control
System needed to be activated as
soon as possible to provide cooling
to the computers already activated
before they overheated. The Thermal
Control System, of course, needed
computers to operate. A variation of
Mighty Mouse software was used to
affect the handover of control from
the Node to the laboratory during
STS-98/ISS-5A. The successive
waves of power cycling various
C&C MDMs, followed by waiting
for signs of life, were stripped out

in the software to save time on the
assumption that the C&C-1 MDM
would not be failed at the start of its
life on orbit. Instead, the NCS would
power on C&C-1, relinquish control
of the busses, and wait to either
detect the CCS or resume control if
unsuccessful. This software was now
dubbed Minnie Mouse, based on the
Disney character and building on the
mouse theme. Upon transitioning

to its normal Operational mode,

the CCS would see no INT MDM,
thus triggering RM to initialize the
INT MDM. During the mission, the
astronauts would command the Node
computers into Minnie Mouse mode.

The flight controllers and astronauts
would hold their breath for 5 minutes.
If it worked, automated software
would begin configuring the rest of
the systems. If it didn’t work, the ISS
could be left in some limbo state with
no computer in charge. Fortunately,
everything executed flawlessly.

The new MDMs were integrated
relatively seamlessly as new
modules were added to the ISS.
Upon activation of the module,

the new Tier 2 or Tier 3 computers
would immediately transition to an
operational mode and begin talking
to the next-higher level. From
about 2000 to 2014, the C&DH
system grew from two MDMs to 46.
Major software upgrades have
occurred about once per year (see
also Chapter 6).

Conclusion

Unlike previous manned spacecraft,
the ISS is almost completely
controlled by computers. The
computer system runs every
spacecraft function from controlling
the solar arrays to keeping the power
generation going to communication
with the ground. It also reconfigures
other computers and hardware in the
event of a problem. These failures are
annunciated to the crew and ground
through various cautions and warning
with lights and audible tones. While
the flight controllers on the ground
communicate through the ISS via the
C&C MDMs, the crew interface with
a laptop called the PCS. Finally, as
with the ISS itself, the C&DH system
has evolved over the years, most
notably by upgrades to the software
and sometimes the hardware, as is the
case with terrestrial computers.
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Chapter 6 Day in the Life:

‘Brain Transplants”
on the Interational
Space Station
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Flowchart showing the 1-year process required to plan and execute a software upgrade to the major systems on the International Space Station. Each block

represents a milestone. The upper-left box indicates how far in advance of the transition (T) the activity should start. The upper-right box indicates when the
activities should be complete. In this example, the actual completion dates for the Release 14 update (described below) are indicated in red above each box.

Terrestrial computers need

to be periodically updated to
accommodate new features, fix
bugs, or address compatibility
issues as other systems evolve
over time. Software on the
International Space Station (ISS) is
no different in that way. Where the
software on the ISS does differ is

that every vital function of the space
station is controlled by a computer and
cannot be suspended while software
is changed. Critical ISS systems
cannot afford to simply wait while
updates are applied and computers are
rebooted. The two main reasons for
updating space station software are to
install upgrades for new features and

to fix problems. The development of
the software was staggered over time,
particularly over the ever-changing
configuration of the ISS during its
construction. There was no point in
having software that performed a
function—say, controlling a cooling
loop or module—when that loop

or module was to be installed years
down the road. It takes years to design
the code to control the space station,
and additional years to write and test
the software before it is installed.
Furthermore, errors can arise from

a simple typo when the code was
written. Rigorous testing catches the
vast majority of these problems. Other
errors come from how the coders

interpreted a software requirement,
or are due to evolution of the team’s
thinking as the system matured. If
an error is critical, the code will be
updated before it is loaded on the
space station computers. The update
to fix bugs that have a noncritical
impact or that the flight team can work
around may be made in a subsequent
release so as to not impact the
schedule. Considerable care in terms
of testing, planning, and execution

is taken when ISS computers are
updated. If done properly, the crew
hardly notices any changes.

The ISS software was first upgraded
in October 2002. At the time, it was
the largest software upgrade ever
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performed in space. The process took
about a year to plan and execute.
Since then, similar software upgrades
have become “routine,” having been
performed more than a dozen times
since. To reduce cost and assist with
scheduling, large-scale ISS software
upgrades are now planned to take
place once a year. The entire process
of identifying changes, developing
and testing code, and planning and
executing the transition is ongoing.
Once a change has been approved and
implemented in the code, it is included
in the next scheduled upgrade.

The ISS hosts three types of
computers (see Chapter 5). All critical
ISS functions are controlled by the
Multiplexer/DeMultiplexers (MDMs).
The MDMs, and the Portable
Computer System (PCS) that controls
them, were designed for regular
updates. This chapter discusses how
the operations team prepares for

and executes this critical task. The
crew’s Station Support Computers

are upgraded similarly to laptops on
Earth and are not discussed here.

Major upgrades are scheduled about
once a year due to the complexity of
the software controlling the ISS. It
takes many months of planning and
training to accomplish a software
upgrade. This schedule allows careful
development of the transition. In
many ways, a software transition is
just as complicated as the execution
of a spacewalk or the docking of

a new vehicle. The flight director
and his or her team work closely
throughout the year to prepare for
the upgrade. This chapter describes
the process of updating the software:
changing the code, developing the
complicated plan for installing it,
testing the plan, executing the plan,
and recovering from problems during
the upgrade, as sometimes happens.
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The Life Cycle of Code

During the design phase of the ISS,
engineers determined which functions
the software needed to control. For
example, consider the operation

of the massive solar arrays, which
generate the critical power needed to
run the space station. The arrays can
articulate at the Solar Alpha Rotary
Joint and the Beta Gimbal Assembly
(see Chapter 9) to ensure they are
always pointed in the direction of
the sun. Software tells the arrays
where the sun is positioned, and

the motion of the ISS as it orbits

the Earth. Thus, the arrays will
slowly move throughout the orbit

to maximize power generation.

The arrays are parked and locked

in a position during the arrival of
docking vehicles to minimize thruster
loading on the delicate surfaces of
the arrays. The software needs to
know how to move the panels to the
required position and then use the
gears to lock them in a fixed position.
Software will respond if, for some
reason, the gears have a problem

and cannot lock properly (similar to
the way a car’s transmission gears
crash instead of mesh smoothly). If
the power controlling these motors is
lost, software will use alternate power
or motors to complete the critical
task. This is just one example of how
engineers will define all the needed
software functions and then write
detailed requirements to describe how
each function will operate. Flight
controllers play a part in developing
these requirements since they are

the ones who will be operating the
software that is on the ISS.

Software engineers then take the
requirements and generate the code.
The logic of the code is carefully
reviewed with other programmers

to ensure it does what is intended.
During this phase, the flight

control team works closely with

the programmers to understand

and influence the design. During
the assembly of the ISS, the flight
controllers were extremely involved
in the development of the vehicle
software. Once completed, the
software undergoes various levels
of testing to ensure that it correctly
meets the requirements and interfaces
with other software code properly.
Testing culminates with a flight
qualification test where the software
is put through its paces under
realistic situations.

In a perfect world, a complete second
space station would exist on the
ground to run the software to ensure
it works correctly; however, such an
approach is cost prohibitive. Instead,
testing is done on a combination of
flight-like items and simulation or
emulations. A flight-like unit may

be an exact copy of a unit flown on
the space station, or it might be a
flight equivalent unit—something
very close to the real hardware but
with cheaper parts that replicate the
behavior of the real unit. A simulator
or emulator is essentially a software
program that will react the same

as the real system. For example,
software controls the pump speed

in the Thermal Control System

loop, perhaps increasing water

flow if more cooling is needed (see
Chapter 11). The simulation will
reveal the temperature to the MDM.
The MDM will send a command
back to the simulation, telling it to
increase the pump speed. The revised
pump speed and the resulting cooler
water temperature are echoed back
to the MDM. In this way, the control
software inside the MDM is executed



without requiring an actual Thermal
Control System to be connected.

Note that this sort of testing has to
be integrated with all the systems.
The Command and Control System
(CCS) software interfaces with the
Internal, External, and Guidance,
Navigation, and Control (GNC)
software, to name a few, as well as
the Russian, European, Japanese,
and commercial partner systems.
Code changes in the CCS have to be
tested with the latest code in all these
systems to ensure compatibility.
Testing between the CCS and the
Russian computers is some of the
most complicated owing to the
critical functions that both segments
control, and because the systems are
very different. This is called “four-
box testing” since it uses flight-like
items for the four key computers
(Command and Control [C&C]
MDM, GNC MDM, Service Module
Central Computer, and the Service
Module Terminal Computer) on
both sides of the interface. Flight
controllers and engineers from
multiple countries spend months
testing the four-box configuration.

Once the software has passed
the flight qualification test, it is
ready to be loaded on the space
station computers.

Preparing for the Transition

Once the software is ready for uplink,
the operations team—consisting of
the key personnel from the various
disciplines along with the flight
director—begins the process of
preparing for the actual installation.
As with a Space Shuttle mission
(see Chapter 4) or a spacewalk

(see Chapter 17), a lead team is
assigned to the project. The process
of a software upgrade is fairly
complicated. The first thing the

team needs is to figure out is the
strategy—i.e., which computers are
to be updated and in which order.
Changes to the CCS will affect other
Tier 2 computers as well as the
crew’s PCS and perhaps the robotics
software. Therefore, changes to
those computers are usually updated
around the same time. For example,
the 14th release of the CCS, called
Release 14 (R14), was combined
with seven other operating systems
on 11 MDMs and PCS laptops.
Although several computers are
being upgraded, by convention the
entire set of transitions is labeled
according to the CCS software
being uploaded. The upgrade is
summarized in Table 1 and represents
updates to nearly 1.5 million lines of
software code.

The transition to the new software
has to be seamless since the software
is still controlling the vital functions
of the space station. Therefore,

the new software is loaded to the
backup computer for those systems
that have a backup. The primary

and backup computers are swapped
when the team is ready, during a
time in which there are no major
activities such as a visiting vehicle
docking or a spacewalk. Usually,
this is accomplished by telling the
primary to mode itself to a standby or
diagnostic safe state (see Chapter 5).
Seeing no primary, the backup
MDM will transition to that role,

but will be operating on the new
software. If a backup MDM does
not exist, as is the case with the

Tier 3 MDMs (see Chapter 5),

the sole computer is loaded in a
diagnostic state and then transitioned
to operational when ready.

Whenever the CCS is upgraded,
the PCS software is also upgraded
since both work hand in hand.
Unlike the MDMs, this can be done
via CD-ROM (as can be done via
laptop on Earth) or by sending up

a new hard drive with the software
already loaded. Half the PCS laptops
are converted to the new software
prior to the transition. Only half
are loaded to allow for a possible

Table 1. Summary of software systems upgraded in the R14 group transition. See Chapter 5 for more details on the different MDMs and software systems.
This is the software transition shown in the flowchart at the beginning of this chapter.

Software System Old Release > New Release

Number of and Computers Affected

Command and Control Software (CCS) Release (R)13 - CCS R14

3 — Command and Control Multiplexer/DeMultiplexers (MDMs)

Portable Computer System (PCS) R16 - PCS R17

7 -PCSs

Mobile Servicer System (MSS) 8.1 - MSS 8.2

3 - C&C MDMs

Hub Control Software (HCS) R3 - HCS R4

2 — Hub Control Zone MDMs

Starboard 3 (S3) Port 3 (P3) R4 - S3P3 R5

4 - S3 and P3 MDMs

Laboratory System 3 R5 - LSYS3 R6

1-LA-3 MDM

Node 2 System (N2SYS)2 R3 - N2SYS2 R4

1-N2-2 MDM
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“rollback” to the old configuration if
a problem is encountered.

Generally, the C&C MDMs are
swapped to invoke the new software.
The crew connects the upgraded
PCS laptops that are loaded with that
software. The ground evaluates data
to ensure everything is operating
properly. If all is as it should be, the
next pair of MDMs is swapped—
usually the Internal MDM, followed
by other pairs. The computers with
the old software are not immediately
reloaded. An extensive amount

of testing is performed before the
computers on orbit are reloaded;
however, there is always a chance
that something is missed within the
simulated environment, which is not
100% identical to the real vehicle.
Therefore, the operations team
typically waits about day to make
sure everything is working properly.
If everything works, the computers
with the remaining old software

are reloaded and that portion of the
transition is completed. If not, the old
software can be rolled back quickly
by swapping it with the computer
that is still running the old software.
The team then determines the best
configuration for the software until
the issue can be resolved. The real-
time timeline for the R14 load is
shown in Figure 1.

Flight controllers, under the direction
of the flight director and working
with the engineers, figure out

the transition plan, which is then
reviewed by the engineering team.
For example, do the systems need
to be put in a certain configuration
prior to the transition? Which
operations must be stopped during
the transition and which can
safely continue? Once the plan is
worked out, the procedures are

Load R14 into

MDM to Primary

Backup & Standby
- C&C MDMs
% Load R17 into
() half of PCSs
N Transition
% Backup C&C
o

e Connect PCS
e Standby C&C
MDM still R13

Transition
Standby C&C
MDM to R14

Load, transition Prime
& Backup HCZ to R4

:
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>a] LAB-3 MDM to R6,
0 Node 2-2 MDM to R4

}

L) Load, transition

% S3-1, S3-2, P3-1,
‘@) P3-2MDMs to R5

| Day3

Day 4

Figure 1. Graphic illustrates the day-by-day
process over 5 days of loading all the computers
for the R14, as defined in Table 1. Each block
represents a set of activities performed on a
given day. Each step-up is done in small steps
to allow for time to assess how the software is
working. If everything was transitioned at once,
it might be hard to identify a problem.

written, including some for likely
contingency scenarios. At that point,
the procedures are operationally
tested. In these tests, the flight

control team in Mission Control
executes the procedures with the
ISS Software Development and
Integration Laboratory in what

are called flight-like operations
readiness tests. These tests include
configuring the simulated systems
into a known ISS-like state for the
actual swap, sending all the new
code to the computers, executing
the switchover, and reconfiguring
all equipment back to the normal
operating setup. Multiple tests are
performed to ensure everything is
properly evaluated. Once any issues
are worked out, a test that uses a
flight-like mission configuration

is performed.

Note that this describes only the
process to develop the transition
procedure. New software means new
operations of generic procedures,
and possibly new flight rules.
Therefore, the transition team will
also lead the development of all the
procedure updates—typically on

the order of 150 updates. Each
procedure has to be revised and
tested in an operations readiness test.
The flight director oversees the flight
rule modifications.

Planning the Transition

Once the uplink procedure has
been developed and tested, it is ready
for the transition. The increment
team tries to find a time to perform
the upgrade (see Chapter 1) while
the testing is taking place. In an
ideal world, the software is ready at
a given time and the team performs
the uplink. In the dynamic world of
the ISS, this is rarely the case. For
example, visiting vehicle software
needs to be tested with the version
of the ISS software that will be
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operating during that vehicle’s
mission to the ISS. However, both
the visiting vehicle and the software
transition schedules are often very
dynamic. If a visiting vehicle
mission was to overlap a software
transition, its software would need
to be tested with both versions of
ISS software. Flexibility could be
provided by testing all permutations
of software interaction. However,

the required testing is time
consuming and expensive, thus a

lot of effort is put into scheduling
software transitions away from
visiting vehicle and other dynamic
operations. To date, this has not
been anything more than a planning
exercise. Therefore, careful
evaluation of impacts to the software
schedule are required when a mission
does change its schedule.

Several program reviews are
scheduled as the time approaches
to ensure everything is ready for
the transition. As with other major
activities, the flight director will
brief the program management on
the proposed changes and plan,
with the final “go/no go” occurring
at the ISS Mission Management
Team level a few days before the
planned event. Here, the program

An orbital “brain transplant” can be done with new
software uplinked into the flight computers via radio
waves. As in a B-grade sci-fi movie where some hapless
creature’s brain is reprogrammed, the old system is
replaced with the new—usually, but not always, with

known results. This is accomplished from Mission Control.
If the brain transplant goes as designed, the on-orbit crew

may not even know it happened.

Sometimes, the necessary upgrade actually requires
new brains. This happened during my last visit to the
space station in 2012 during Expedition 30. The central
processing units for the main computers were being
upgraded from the 8086/16 MHz processors that

were launched with new Pentium 266/144 MHz chips
(Chapter 5). These new brains, known as Enhanced
Processor and Integrated Communication Controller,

or EPIC, cards, were required to handle the more
advanced software before the visiting cargo spacecraft
could approach and berth to the United States On-orbit
Segment—events planned for the very first time about a
month into our mission. No pressure on us, except that
the fate of the commercial space program hinged on our
ability to perform this brain transplant. My commander
Dan Burbank and | received hours of preflight training,
prying the old computer boards from the MDM out from
practice flight computers and replacing them with shiny
new ones, complete with gold-plated contacts and
conformal-coated circuits. The conformal coating is a

g ‘-:\“\ B e
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Figure 2. Astronaut Don Pettit uses the oscilloscope to measure the
EPIC cards’ timing signals.

polymeric film that keeps aimlessly floating bits—i.e., little
chunks of zero-gravity detritus—from shorting out the
circuit boards. All the brain transplants were planned early
in our mission so that the first commercial spacecraft,
Space Exploration Technologies Corporation (SpaceX)
Dragon D1, could pay us a visit. The new brains, all 10

of them, were already on orbit well before my launch. We
were all set for brain surgery. Or so we thought.

Then we found out the new processor cards (already on
orbit) were built at the factory with a defective component
that would cause the internal clock timing to go bonkers,
thus causing the computer to do the orbital equivalent of
the “blue screen of death.” It is not good for spacecraft
brains to go into la-la land when you are traveling at
28,163 km/h (17,500 mph) with a commercial spacecraft
waiting on your doorstep (Chapter 14). To complicate
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manager, international partners, and
operations team review the status of
the transition to make sure everyone
is ready to begin the process.

Loading the New Software

The process of loading new software
is time consuming. Since the MDMs
do not have CD-ROM readers, all

the software has to be uplinked.
The software is large—representing
about 30 MB of data in hundreds

of files. Since the S-band link

with the ISS (see Chapter 13) can
transmit about 72 kbps, it takes about
30 hours to uplink the files to the
computers. At the same time, the
crew will spend a couple of hours
configuring several of the PCS
laptops for the new CCS software.

Once all the software has been
staged on board, the team executes
the planned transition. Due to the
need to reconfigure ISS systems, the
transition will usually take multiple
days with one or two MDMs being
loaded each day. The ISS crew is
kept informed of the progress of

the transition, as specific versions
of procedure may need to be run
depending on which software version

matters, this defective chip was estimated to be in only
one out of the 10 circuit boards. We were playing orbital
roulette. Only two or three spare circuit boards were in
existence (still on Earth), and they fortunately checked
out. These were manifested to launch with me on Soyuz.
But how would we beat the odds of this game of orbital
chance? The answer came from the orbital repair and
maintenance team, passionately called Operations
Support Office, or OSO, working closely with Honeywell,
which had manufactured the cards. They found a small
electronic widget that converts a laptop computer via the
Universal Serial Bus port into a fully featured oscilloscope.
The part was actually a Link Instruments’ MSO-19
Oscilloscope, Logic Analyzer, Pattern Generator and

Time Domain Reflectometer. As | said, a widget. With this
device, it would be possible to power up the circuit boards
on orbit and run them for a few hours where errant timing
would become obvious. We now had a way to find the
“bad boy.” All we had to do was stow this on my Soyuz.
Or so we thought.

By the time the Mission Control team had this worked out,
| was in Baikonur, Kazakhstan, literally halfway around

the world from Houston. And | was only days away from
launch. To officially have this manifested and tucked

away into some tiny nook on the Soyuz was not deemed
possible. Some things, seemingly simple, find unbelievable
friction when they cause a change in the matrix.

Each crew member has an allotment of 1.5 kg (3.3 Ibs)
of personal items, little knickknacks that help remind
them of family and friends over the 6 months they are
orbiting Earth. These items are painstakingly weighed
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on an electronic scale with no allowance for being
overweight. | offered some of my personal mass so that
the oscilloscope could fly; however, the flight unit was still
in Houston. NASA worked to expedite the transfer of the
flight unit from Houston to Moscow and from Moscow to
Baikonur. Within days, the flight unit arrived in my dorm
room. | even practiced measuring the signal from the
coffee pot in my room. Our team’s mantra for this project
was “EPIC or BUST.”

My personal allotment was already full, so | started pulling
items off the scale until it reached the acceptable mark.
My wife’s necklace, gone. My twin boys’ camping spoons,
gone. My alma mater’s pennant, gone. Mission patches
for family and friends, gone. The scale tipped to the good
side and | was set to launch.

Dan Burbank was already on orbit, having launched the
month before. | launched on December 21, 2011, the
same day that comet Lovejoy surprised astronomers when
it emerged from behind the sun with a brilliant tail. We
unloaded the cards and widget the next day and started
in on neural surgery. Dan did the surgery, replacing old
brains for new. | set up the oscilloscope and checked out
the circuit boards that were already on orbit. Working with
all the folks in Mission Control, it took us a week or so

to complete the brain transplant. This is teamwork at its
best. Nine days later, we loaded the new software (“R11”)
on the repaired computers. The new hardware, coupled
with the new software, worked as designed. In May, | flew
the Canada robotic arm and snagged Dragon D1, thus
ushering in the world of commercial space.




is currently operating. After the
software has been loaded, the team
archives any products associated with
the previous version of software and
performs a lessons-learned review

to identify any improvements to the
process for the next transition.

Lessons Learned

Over the years of operating the ISS,
many of the lessons learned have
helped craft more-efficient software
transitions and corrected items that
caused issues in earlier transitions.

An early example of this came during
the first major CCS transition. The
operations team is responsible for
developing certain configuration files
for the MDMs. In this case, NASA
developed a Load Shed Table—i.e., a
list of commands used to deactivate
electrical loads in off-nominal
situations for CCS R1. When the
planning process started for CCS R2,
it was determined that the commands
listed in the Load Shed Table did

not need to be updated at that time.
A default Load Shed Table built by
software developers was used during
CCS R2 testing.

The operations team commanded

the incorporation of its CCS R1

Load Shed Table after the real-time
transition to CCS R2. When this
happened, the primary C&C MDM
failed. When the backup C&C

MDM took over, ground software
automatically attempted to complete
the load of the Load Shed Table,
which caused that C&C MDM to
fail. Luckily, the third C&C MDM
was not configured for Tracking and
Data Relay Satellite communications.
When the third C&C MDM took over,

the ISS did not have communications
with the ground. This allowed the
operations team to abort the attempted
Load Shed Table uplink.

Upon investigation of the issue,
NASA determined that the updated
CCS software had been recompiled,
which had caused the memory
address for the Load Shed Table data
to change. The Load Shed Table
overwrote critical software when the
CCS R1 Load Shed Table was loaded
to a C&C MDM that was running
R2, thereby causing the MDM to fail.
Although the intended content and
function of the Load Shed Table did
not need to be changed, the actual file
needed to be updated to match the
recompiled software.

Multiple actions were taken to update
the transition process as a result of
this incident. First, the transition test
procedures were updated to assure
that the flight versions of all files
were tested. Second, the ground
commanding software was updated
to abort any attempt to load a file if
a C&C MDM transition occurred,
thus preventing a bad uplink from
taking down multiple MDMs. Third,
the Load Shed Table (and similar
files) are now being rebuilt for each
software load, even if the intended
function does not change.

As occurs with visiting vehicle
operations, spacewalks, and other
dynamic events, the combined
operations, engineering, and
management teams apply lessons
learned from software transitions

to future plans. This improves the
overall process of upgrading ISS
software, which keeps the crew and
vehicle safe and ultimately increases
scientific output.

Conclusion

Despite the complexity of the space
station, some aspects of its operations
are familiar to the average person on
Earth, especially when it comes to the
need to periodically upgrade software.
Due to the scale and critical nature

of the software on the ISS, however,
the planning and testing process

takes about a year. As with any other
system, the flight control team needs
to adapt and respond to unexpected
surprises that can occur, even within
a well-orchestrated process.
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Chapter 7

Motion Control
System—Navigator
of the Heavens



— L

i

Astronaut Dave Williams carrying one of the four massive gyroscopes used to control the orientation of the International Space Station (ISS) during
replacement operations on STS-118/1SS-13A.1 in August 2007. Williams (anchored in a foot restraint) is being moved along with the Control Moment
Gyroscope (CMG) by the space station robotic arm. The CMG is being installed on External Stowage Platform-2 near the ISS airlock, where it was stored

awaiting a return to Earth for refurbishment.

The Motion Control System (MCS)
keeps the International Space
Station (ISS) “right side up”
rotationally as well as maintains
the ISS in the proper orbit. Without
it, the ISS would simply tumble in
space, eventually lose altitude, and
reenter the Earth’s atmosphere.
The MCS maintains the ISS in a
constant attitude for day-to-day
operations, maneuvers the ISS to
special attitudes for visiting vehicle
dockings and captures, and reboosts
the ISS to counter atmospheric drag
or avoid space debris. The system
uses Global Positioning Satellites

(GPSs), rate gyroscopes, and other
sensors to allow the ISS to “know”
its location as it circles the Earth.
These data are also used to point
solar arrays at the sun, antennas

to communications satellites, and
payloads to ground or other targets.

The ISS MCS, as it exists today, is

a shared responsibility between the
US Segment and Russian Segment
of the ISS. The core of the Russian
Segment MCS was launched as part
of the Russian Service Module (SM)
on July 12, 2000. Nearly all of the
Russian MCS, as it exists today,
was activated when the SM was first
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launched. The thruster-based control
system of the SM was extremely
important for the early assembly of
the ISS, as it was the only attitude
control for the early portions.

Today, the SM continues to provide
thruster-based attitude control for
larger maneuvers, or to assist the US
Segment attitude control system when
it cannot provide enough control
force. Additionally, Progress cargo
vehicles docked to various docking
ports on the Russian Segment have
thrusters that are commanded by the
SM and augment its original thrusters.



The US Segment MCS was built up
over several flights, starting with
the United States On-orbit Segment
(USOS) Destiny Laboratory, which
was launched on February 10, 2001.
The primary feature of the US
Segment is four Control Moment
Gryoscopes (CMGs), which can
maintain attitude control for weeks
at a time electrically without using
precious rocket propellants.

Because of its large size and
extended lifetime, and because the
MCS is shared between the US and
Russian segments, the ISS has a
number of unique features compared
to the motion control systems of
other satellites. These features
include the following:

» The Russian Segment carries
several tons of hypergolic propellant
for propulsive attitude control and
reboosts. Hypergolic propellants (in
this case, a fuel of hydrazine and an
oxidizer of nitrogen tetroxide) react
and ignite on contact with each
other. The propellant is periodically
replenished by Progress resupply
vehicles launched from Russia
(typically around four per year).

In the past, propellant was also
resupplied by the European Space
Agency Automated Transfer Vehicle
(ATV). The ISS is the only satellite
for which the on-board propellant is
periodically replenished; for other
satellites, the depletion of propellant
usually marks the end of useful life.

Although the SM houses a complete
set of attitude control thrusters and
reboost engines, it can also control
and automatically fire thrusters and
reboost engines on the Progress
vehicles that are normally docked to
the aft of the SM or on the Docking
Compartment-1 (DC-1).

= Most components, including the
flight computers in both the US
Segment and the Russian Segment,
the CMGs, rate gyro assemblies,
Space Integrated Global Positioning
System/Inertial Navigation System
(SIGI) receivers, and antennas
can and have been replaced
on orbit. In many cases, failed
components have been returned,
serviced and refurbished, and
relaunched for use as spares.

As with everything else on the ISS,
computers are at the core of the
MCS. The work of the MCS is shared
between the US Segment and the
Russian Segment, extending to the
computer systems at the center of
the system. The MCS is built around
a portion of the Command and

Data Handling System, informally
referred to as the “4-Box,” which
includes the four-computer systems
that manage and execute the

motion control task. Two computers
on the US Segment and two
computers on the Russian Segment
work together to control the ISS
attitude and orbit. These computers
process inputs from sensors such as
GPS, star trackers, and rate sensors

(discussed below) while commanding
CMGs and small rockets to control
the attitude and orbit.

Command and Data
Handling Elements

The 4-Box consists of the Tier 1
Command and Control (C&C)
Multiplexer/DeMultiplexer (MDM)
and Russian Segment Central
Computer and the Tier 2 Guidance,
Navigation and Control (GNC)
MDM and Russian Segment Terminal
Computer. There are three C&C
MDMs (Primary, Backup, and
Standby) and two GNC MDMs
(Primary and Backup). In both sets of
computers, the Primary is performing
all processing while sharing
information with its powered-on and
“hot” backup MDM. The Russian
Central Computer and Terminal
Computer are actually each a set of
three independent computers that
provide redundancy. See Figure 1.

The C&C MDM and Central
Computer manage the overall
configuration of the system (such
as which segment is in attitude

Central
Computer

Remote Terminal

Bus Controller

Remote Terminal

Bus Controller

Command
& Control

Bus Controller

Remote Terminal

Figure 1. 4-Box computer architecture of MCS.
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control), whereas the GNC MDM
and Terminal Computer determine
attitude and position through the use
of sensors, and physically fly the

ISS with CMGs and small thrusters
under guidance from Mission Control
Center-Houston (MCC-H), Mission
Control Center-Moscow (MCC-M),
and occasionally the crew.

Vectors and How NASA
Uses Them

An important concept to how space
vehicles and Mission Control know
their location in space and the relative
location of other objects is that of the
vector. The simplest kind of vector is
a location within a coordinate system

that is defined by a grid.
y
1 0A = (2, 3)
A
1 1 1 1 { X
0
Figure 2. A simple vector.
z
Q\
y

Figure 3. Vector representation in
three dimensions.

In Figure 2, the point O is the origin
of the system, and the point A is a
point of interest at x coordinate 2 and
y coordinate 3. Vector OA describes
the location of this point in this
simple coordinate system.

Figure 3 shows a slightly more
complex system, which extends into
three dimensions to show the location
of point A.

A practical example of the use of

a vector is shown in Figure 4. A
position vector for the ISS can be
described using kilometers in the X,
Y, and Z axes by setting a coordinate
frame in the center of the Earth.
Mathematically, this is how the
computers on the ISS and those in
Mission Control store knowledge of
the ISS position.

Figure 4. ISS position vector.

m CHAPTER 7 SYSTEMS: MOTION CONTROL SYSTEM—NAVIGATOR OF THE HEAVENS

The following paragraphs include
references to several types of vectors,
but all of them essentially describe
the position (and sometimes velocity,
as well) of one object relative to
another object.

Where Is the International
Space Station?

Fundamentally, the MCS senses and
controls two elements—the orbit in
which the ISS circles the Earth, and
the attitude that the ISS holds relative
to Earth during that orbit.

The ISS flies a nearly circular orbit
inclined 51.6 degrees to the equator
and circles the Earth once every 90
minutes. Orbital altitude is typically




around 410 km (255 miles) above
the surface of the Earth, although
the exact altitude is manipulated by
reboosts and by small manipulations
of the drag of the space station
through solar array positioning (see
Chapter 9). This manipulation of the
orbit ensures the ISS is at the correct
altitude and position in orbit for the
numerous cargo and crew transfer
vehicles that rendezvous with the
ISS, as well as in the proper position
to undock cargo and crew transfer
vehicles that return to Earth.

The ISS maintains a rotational
position using attitude control while
in this orbit. Unlike, for example, an
airplane in orbital space, there is no
naturally defined “up” or “down” on
the space station. The ISS usually
performs attitude control within

a coordinate frame called Local
Vertical, Local Horizontal (LVLH)
(see Figure 5). In this reference
frame, the +X axis points along the
velocity vector in orbit, the +Z axis
points toward the center of the Earth,
and the +Y axis is perpendicular to
the X-Z plane. The frame is referred
to as a rotating coordinate frame since
the Z axis is always pointed toward
the center of the Earth.

The exact attitude of the ISS within
this frame is usually described by a
Yaw, Pitch, and Roll (YPR) in degrees
(Figure 6). When the ISS is precisely
aligned with LVLH, it is at an attitude
of Yaw=0, Pitch=0, and Roll=0—or,
in shorthand, YPR 0,0,0. When at
this attitude, if one were sitting atop
the ISS, the Earth’s horizon would

be visible in front of him or her, as if
that person were in an airplane. If the
person looked below, he or she would
see the Earth. The ISS usually flies
within a few degrees of the LVLH

Figure 5. LVLH reference frame. Note that the reference frame rotates so that Z
(and the bottom of the ISS) always points at the Earth.

/
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Y/ 74
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Figure 6. YPR attitude definitions for the ISS.
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attitude, a typical torque equilibrium
attitude (which is described later)

as the space station coasts is

YPR -4,-3,0. Some special attitudes—
e.g., a pitch up of 90 degrees for some
Russian vehicle undockings—are
used for short periods of time, usually
for a few hours, at most.

By flying in an LVLH reference
frame, the “bottom side” of the ISS
faces the Earth as the space station
travels around it. This provides some
advantages. Scientific packages
intended for Earth observation (such
as cameras) can be mounted in a fixed
position on the underside of the ISS,
whereas communications and other
antennas are afforded a clear view of
space on the top. Thermal protection
can be specifically designed for the
Earth-facing or space-facing side

of the ISS. One disadvantage is the
sun will appear to be constantly in
motion as the ISS passes beneath it;
thus, articulating solar arrays were Figure 7. Definition of beta angle (B).
designed to track the sun and provide
maximum power generation.

A final feature of the ISS orbit is

the geometry of the ISS orbit with
respect to the sun. As the space
station orbits, the sun rises and sets
every orbit (16 times a day). When
the sun is highest in the sky, it is also
referred to noon (as on Earth)—or,
more specifically, orbit noon, since
noon happens once per orbit.

A line drawn from the center of the
Earth to the spot on the orbit where
orbit noon occurs is called the orbit
noon vector. A line drawn from the
center of the Earth directly to the sun
is called the sun vector. Both of these
can be visualized on Figure 7.

The sun can be almost directly
overhead at noon or it may be well
off to the left or right side of the orbit,
depending on the orientation of the

Figure 8. XPOP reference frame.

m CHAPTER 7 SYSTEMS: MOTION CONTROL SYSTEM—NAVIGATOR OF THE HEAVENS



ISS orbit. The angle between the sun
vector and the ISS orbit noon vector,
shown in Figure 7, is known as the
beta angle (B). The beta angle varies
between +75 degrees (low to the left
of the ISS when flying in LVLH),

0 degrees (directly overhead), and
-75 degrees (low to the right of

the ISS). The exact beta angle is
dependent on where the Earth is in
orbit around the sun (the sun is over
the northern hemisphere in June and
over the southern hemisphere in
December), and the orientation of
the ISS orbit about the Earth (which
shifts westward a few degrees per
day due to the bulged center of the
Earth). The beta angle slowly swings
between negative and positive
extremes over the course of several
months, by a few degrees per day.

The most visible effect of beta angle
on the ISS is that of the secondary
gimbals on the ISS solar arrays, also
known as the beta gimbals. These
gimbals are used to turn the arrays
to the left or right when the sun

is lower in the sky (see Figure 8,
Chapter 9).

A reference frame called
X-Perpendicular Out of Plane
(XPOP) was used for attitude control
in the early parts of the ISS assembly,
before the full complement of solar
arrays and gimbals were installed.
See Figure 8.

XPOP is a reference frame that
is the equivalent of LVLH with a

90-degree yaw, but only at orbit noon.

The frame stays essentially fixed in
inertial space, meaning it doesn’t
rotate as the ISS goes around the
Earth, as does LVLH. XPOP was
designed to point the ISS toward

the sun, which was useful at higher
beta angles when the arrays could be
placed only in limited positions.

How the International Space
Station knows its Position:
Orbit Determination

The orbit of the ISS can be described
by a vector consisting of six elements:
three elements for position relative to
the Earth (X, Y, and Z) as described
previously and shown in Figure 4,
and a corresponding three elements

to describe velocity in each of those
axes. That vector is known as a state
vector, and is used by the ISS to know
its location in space so that it can, for
example, properly point antennas at
data relay satellites and solar panels
at the sun. The state vector is also
used by Mission Control to know
where to target cargo vehicles. In fact,
if one uses personal-computer-based
tracking software at home to track

the location of the ISS and determine
when the space station may be

visible, that software is downloading
an up-to-date ISS state vector from
the internet.

Once the position and velocity are
known at a given time, mathematical
equations can be used to calculate
the position at a future time. This is
accomplished through a computer
process called propagation; however,
the more days a state vector is
propagated forward, the more error
appears in the result. Because of
this, the state vector on the ISS as
well as on the ground needs to be
updated with sensor-based position
determination to correct and update
the mathematical propagations.

Orbit position and velocity
determinations can be made in a
variety of ways for the ISS. The US
Segment has a pair of GPS receivers
along with an array of four GPS

Figure 9. GPS antenna, one of four. The GPS antennas were designed to be replaceable by

spacewalking astronauts. In this image, a technician fit checks an antenna while wearing spacesuit

gloves to verify the design.
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Figure 10. GPS antenna array on SO truss. The rectangle traced out by the four antennas is 3 x 1.5 m (~10 x 5 ff).

antennas mounted on the SO truss
(Figures 9 and 10). These receivers
are SIGI units, manufactured by
Honeywell (Morristown, NJ). SIGI
receivers are common in satellites
today, although the ISS was the first
to use it operationally.

For the most part, the SIGI receivers
determine position in the same way
a GPS receiver determines position
in a vehicle on Earth. The receiver
can triangulate a position of the ISS,
as well as compute a time error to
the microsecond level between the
computer clock running on the ISS
and that on board the synchronized
atomic clocks on the GPSs, by

receiving coded signals from at least
four of the 24 operational GPSs that
orbit above the ISS. The position is
provided to the navigation software
within the USOS GNC MDM to
correct the navigation filters, if
necessary, whereas the time error is
occasionally adjusted by MCC-H to
slowly adjust the on-board clock of
the ISS (see Chapter 5).

Similar satellite navigation equipment
is also installed in the Russian
Segment, which determines its own
state vector and shares it with the
USOS GNC flight software. The

SIGI can also determine acceleration;
however, this is normally only used
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during reboost maneuvers due to the
relatively infrequent maneuvers of the
ISS, and, even then, only occasionally.

Additionally, tracking by ground
radar and Tracking and Data Relay
Satellite ranging can be used to
determine the orbit of the ISS,
although typically these data are used
only by the ground. In some rare
cases, both MCC-H and MCC-M
may command new state vectors to
the USOS and/or Russian Segment
software when the ground solution
is determined to be better or when
the satellite navigation equipment in
either segment is offline.




While the position in a particular
orbit changes rapidly (8 km/sec

[5 miles/sec]), the orbit itself
changes little over the course of a
day, mostly in the form of a small
altitude decrease on the order of 25
to 50 m per day (82 to 164 ft per day)
due to atmospheric drag. Because

of this, the MCS can easily go for

24 hours or more without a position
measurement (also sometimes
referred to as a “fix”) to correct its
orbit knowledge, although it is rare to
go more than 1 hour.

The USOS GNC system actually
propagates three different orbit
positions in memory—one based

on measurements from GPS

(SIGI) receiver 1, one based on
measurements from GPS receiver 2,
and one that is calculated by the
Russian Segment Terminal Computer
and transmitted to the GNC MDM.
The software performs a comparison
of the three estimates and will vote
out the one that does not agree with
the other two in order to isolate
errors in the system. Normally, the
three estimates will agree within a
few tens of meters, and the system
will automatically select GPS 1 if all
three agree. See Figure 11.

Attitude Determination

Attitude (rotational position)
determination is a more complex
problem than orbit determination.
Sensors are needed to determine the
attitude at specific intervals as well as
the changes between those times.

The US Segment also determines
the attitude of the ISS using GPSs,
but in a fundamentally different way
than that in which orbital position is
determined. The GPS antenna array

ki
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Figure 11. Selection of GPS estimates in the USOS GNC software.

is relatively large, and the distance
between the antennas is fixed and
known. The position of the antenna
array in three-dimensional space can
be roughly determined by the attitude
processor within SIGI by using the
phase difference (i.e., time delay)
between GPS signals received by

at least three of the four different
antennas in the array. These fixes
can be infrequent (i.e., more than an
hour apart). Tracking angles from
the USOS Ku-band communications
antenna can also be used as a source
of attitude information, although this
is considered a backup to the GPS
(see Chapter 13).

The US Segment has a pair of
Rate Gyro Assemblies (RGAs)
(Figure 12) mounted in the SO truss
to propagate attitude in between
relatively infrequent position fixes.
Each RGA consists of three ring laser
gyros mounted at 90-degree angles
to each other to sense rates about
all three axes. Internally, the RGAs
measure attitude changes 200 times
per second; five times per second,
that information is provided to the
GNC flight software. The GNC
flight software updates its attitude
knowledge at the same rate using
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the attitude information to calculate
attitude error, which is used by

the attitude control function that is
described later.

A complex attitude-determination filter
in the GNC flight software combines
the attitude fixes from GPS or the
Ku-band antenna in concert with
sensed rate changes and generates a
highly accurate filtered attitude as well
as estimates of RGA misalignment
and gyro drift of the RGAs. With this
information, the GNC flight software
typically knows its attitude to 0.1 or
0.2 degrees accuracy.
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The Russian Segment independently
determines attitude using star
mappers and its own set of gyros.

Star mappers mounted on the SM
take images of the sky and compare
the patterns made by the stars in the
image to a catalog of the star patterns
stored in the software. By matching
images to the catalog, software in

the star mapper can determine the
orientation of the star mapper itself.
This information is processed by the
Russian Segment Terminal Computer
to determine the attitude. The Russian
Segment also uses a gyroscope in

the SM to determine changes in
attitude. This system allows the
Russian Segment to determine the
attitude of the ISS independently and
dissimilarly from the USOS systems.

Both segments share, compare, and
can use the attitude information from
each other. This sharing, combined
with the dissimilar system designs of
each system, provides a significant
advantage in redundancy, since
major failures (e.g., power failures)
are usually localized to either the
Russian Segment or the US Segment.
If the US Segment loses its attitude
or rate information, it can easily and
automatically switch to that being
provided by the Russian Segment.
The Russian Segment can similarly
use the navigation information
computed by the US Segment.

As shown in Figure 13, the USOS
GNC software carries three estimates
of attitude and three estimates of rate
when running at full redundancy,
including the estimate delivered by
the Russian Segment. The software
compares each of the three estimates
and will vote out a single estimate
that is in error.

GPS 1 >
or Ku ”
SR8 | seLecTion e
RS State >
RGA 1 >
RGA2 > SELECTION SELECTED
RS RATE —»

Figure 13. Attitude selection algorithm in the US GNC software.

How does the
International Space Station
control its location?

The ISS uses a combination of
small rocket thrusters located on

the SM and Progress cargo vehicles
on the Russian Segment as well as
non-propulsive attitude hold devices
(i.e., CMGs) on the US Segment

to maintain attitude. Occasionally,
the orbit may need to be raised or
adjusted, which is done with rocket
engines on the aft of the SM or
those on the aft of a docked Progress
cargo vehicle.

The ISS has an elegant arrangement
where the duties of attitude control
are shared between the US Segment
and the Russian Segment. Computers
to manage the systems are divided
between the segments and share data,
and attitude control is handed over
between the segments cooperatively,
depending on operational demands.
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Besides operational needs to
position the space station (such as
maneuvering to a docking attitude),
the MCS counteracts small but
significant forces (over time) from
the low-Earth orbit environment.
Those forces include:

= Aerodynamic drag, primarily due
to the large solar arrays. Even
though the ISS is in space, its low
orbit actually encounters a very
thin portion of the atmosphere
of the Earth. Overall drag causes
the orbit to lose energy and the
space station to drop to a lower
altitude, requiring periodic
reboosts to raise the orbit.
Unequal drag on different parts
of the vehicle also causes attitude
torques (or rotational, twisting
force) that tend to push it out of
flight attitude, which needs to be
constantly counteracted by the
attitude control system.




» Gravity gradient forces.
Gravitational force acts on an
object as a proportion of square
of the distance from the Earth.
Parts of the space station that are
nearer to the center of the Earth
are attracted more than ones
that are farther away. While on
Earth, and for most satellites, the
difference would be considered
miniscule; the size of the ISS
causes relatively significant
gravity gradient torques in certain
flight attitudes. Again, the attitude
control system needs to constantly
counter these torques to stay in
attitude control.

» Other minor forces, including
solar radiation pressure (literally,
pressure from light).

At any instant in time, these forces
are absolutely miniscule—e.g., the
drag from the rarified atmosphere
in low-Earth orbit is 100 times less
than the force on the human hand
when holding a sheet of paper. Over
time, however, even this miniscule-
but-constant aecrodynamic force will
cause the ISS orbit to slowly drop,
usually on the order of 25 to 50 m
(82 to 164 ft) per day, which drives
the need for occasional reboosts.

These external forces will also act to
try to push the ISS out of attitude and
cause it to tumble; aerodynamic and
gravity gradient forces, in particular,
are not evenly distributed. This drives
the need for attitude control devices.
For the ISS, these devices are CMGs
assisted by occasional thruster
firings. Electrically powered CMGs
are used for gently counteracting
environmental forces most of the
time, whereas propellant-consuming

thrusters are used for maneuvering
and desaturating the CMG system
when required (discussed below).

Controlling Attitude in
Space—~GControl Moment
Gyroscopes and Thrusters

Two general categories of activities
require attitude control. One is
regular day-to-day operations where
the ISS is maintaining a LVLH
attitude and a stable platform for
other vehicle systems and payloads.
During these operations, only

small adjustments are needed to be
applied by the control system to
counter the tiny forces introduced
by aerodynamic drag and gravity
gradient forces.

The other category is special
operations, where control of the ISS
attitude may require rapid rotational
maneuvering of the ISS attitude,

use of stronger methods of attitude
control during rendezvous operations
of visiting vehicles, reboost
operations, or recovery from an
unplanned loss of attitude control.

Table 1. Comparison of CMGs and Thruster Control

Two primary methods are employed
to control the attitude of the ISS for
these operations (Table 1). CMGs on
the USOS MCS system perform fine
attitude control using only electricity
readily available from the Electrical
Power System, and typically are fully
in attitude control during day-to-day
operations. Thrusters on the Russian
MCS can be called upon to augment
or take over attitude control from

the CMGs during special operations.
Although the thrusters offer more
power, it comes at a cost of consuming
propellant (which must be resupplied
from Earth), increased operational
complexity, and the potential to
interfere with payloads dependent on a
microgravity environment.

The effectors of the USOS MCS
system consist of four CMGs. The
CMGs each consist of a 98 kg

(216 1bs) steel flywheel, which is spun
by an electric motor at a constant
rate of 6600 revolutions per minute.
The flywheel sits on two mechanical,
lubricated spin bearings that are
electrically driven to keep the CMG
running at full speed. The flywheel
and spin bearings are mounted on

Type of Control | CMGs

Thrusters

Advantages

solar arrays.

* Use only electricity.
e Can hold attitude tightly.
* No potential to damage

¢ Do not interfere with
microgravity payloads.

* More powerful, can perform
larger maneuvers.

* More robust (can maintain
attitude control when CMGs
would be overwhelmed).

Disadvantages ¢ Limited power.

control.

* May require augmentation
by thrusters for larger
maneuvers or tighter

* Require resupply of propellant
from Earth.

e Can require special positioning
of solar arrays to avoid damage.

® Spent propellant can cause
contamination, especially for
windows.

¢ Firing may interfere with
microgravity payloads.
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an electrically driven inner gimbal,
which in turn is mounted completely
inside an outer gimbal. Because

of the inner/outer gimbal design,

the spin axis of the flywheel can be
oriented at any position within three-
dimensional space.

A CMG (Figure 14) is a device

that produces torque (a rotational,
twisting force). A torque is generated
on the space station by electrically
driving the inner and outer gimbals
and pushing or “gimbaling” the
spinning wheel. Compared to the size
of the ISS, the torque is surprisingly
small, usually 10 to 30 N-m (7 to 22

miu. “J““ugu'

ft-1bs) depending on the velocity at
which the gimbals are being driven
by their motors. For a comparison, if
a person could stand at the end of the
space station truss, he or she could
impart the same level of torque by
simply pushing.

Since the environment around the ISS
consists of external forces that are
much less than those encountered on
Earth, the relatively low torque output
of the CMG:s is sufficient for all
attitude control—except when large
maneuvers need to be performed
quickly. The ISS uses four CMGs,
mounted on the Z1 truss segment, that

work together in tandem under the
command of the USOS GNC MDM
flight computer.

The MCS uses the CMGs to generate
torque and correct the attitude when
small external rotational forces act to
push the space station out of its flight
attitude. Applied over time, that torque
is stored as momentum in the CMG
system (momentum=torque multiplied
by time). Since the gimbals of the
CMGs can constantly be in motion
and are powered electrically, they

can provide a constant, fine attitude
control that counteracts the small
aerodynamic and gravity gradient

Figure 14. A CMG prior to launch. The large box mounted on the left houses the power supplies and small computer that controls the CMG.
The CMG measures approximately 130 x 130 x 130 cm (51 x 51 x 51 in.) and weighs 272 kg (600 Ibs).
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torques. Although CMGs provide
excellent fine attitude control, they
have a capability limited by physics
as the CMGs gimbal. Generally,
their momentum axes are pointed

in different directions (Figure 15).

As the CMGs provide torque and
absorb momentum, the spin axes of
the flywheels begin to align. When
the spin axes of the four-CMG system
line up, the system loses control and
is referred to as saturated (Figure 16).
The CMG system will become
saturated relatively quickly for any
significant torques (e.g., a small

air vent overboard will saturate the
CMGs within a few minutes) and they
are normally incapable of performing
an attitude maneuver of more than
about 1 degree, unless the CMG
maneuver is specially designed.

The number of CMGs (four) was
determined by how much momentum
would be required to maintain this
fine control during normal day-
to-day operations in momentum
management (explained below).

The ISS simply maintains its attitude
during these periods as the crew lives
and performs research in between
events such as visiting vehicle
arrivals and reboosts. The basic
capability was to maintain momentum
management control without firing
thrusters to support microgravity
research and conserve propellant
over long periods of time (~30 days).
Three CMGs were required to meet
this minimum level of capability.

A fourth CMG was added to
introduce redundancy, so operations
could continue uninterrupted in the
event of a failure.

In comparison, a thruster provides

a translational force that acts as a
torque when applied over a distance
between the thruster itself and the

CMGs Producing a Torque
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Figure 15. CMG system with spin axes well
separated and able to react to external forces.

CMGs Producing a Torque

Figure 16. CMG system with spin axes aligned.
This CMG system is saturated and the wheels
need to be repositioned (this will require thruster
firings, also known as desaturations).

center of mass of the space station.
Thrusters are significantly more
powerful sources of force and torque,
and they control the attitude of the
ISS more coarsely than the CMGs.
Thrusters are used to perform large
attitude maneuvers such as those
required to reposition the vehicle
attitude for dockings. Thrusters are
also used to help control vehicle
attitude when the CMGs become
saturated. In a process called
desaturation, the CMG gimbals are
moved out of alignment while the
thrusters fire to absorb the torque

generated. Desaturation is an
automatic software function on the
ISS, where the USOS GNC MDMs
compute a “desaturation request”
(i.e., essentially a vector with desired
momentum correction) and hand it
off to the Russian Segment Terminal
Computers. While the GNC MDM
gimbals the four-CMG system to a
lower momentum state, the Russian
Segment Terminal Computer
computes and fires thrusters on the
Service Module and/or Progress
vehicles to react to the CMG
desaturation event and maintain the
attitude of the ISS.

In some cases, the CMG system
may not be able to maintain attitude
control for difficult attitude control
situations such as an overboard vent,
a problem in the GNC MDM or

its software, or the loss of multiple
CMGs due to an electrical failure.
In these cases, software in the C&C
MDM will automatically hand over
attitude control to the Russian
Segment thrusters or, in limited
scenarios, the crew may perform the
handover manually in response to a
warning message.

Although thrusters are powerful
devices, they have disadvantages.
Most obviously, they use propellant
that needs to be replenished, and that
must be launched from Earth. Several
tons of propellant must be launched
to the ISS, annually, using Russian
cargo vehicles.

Another major but less-obvious
concern is the health of the ISS

solar arrays. The ISS solar arrays

are lightweight and were built to

be deployed and unfurled on orbit.
Because of this, the arrays and the
structure that supports them are
quite fragile. Imagine a large version
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of a model made of tissue paper

and toothpicks. Thrusters generate
exhaust, which can flex and fatigue
the arrays or slowly build up on the
panels, thereby decreasing electrical
generation. When thrusters are fired,
the ISS solar arrays often need to

be parked in particular positions to
avoid being damaged by the thrusters,
which usually reduces the amount of
available power.

Finally, the firings from the thrusters
are not conducive to a microgravity
environment for many payloads.
Because of this, CMGs are in attitude
control 99% of the time, with control
being handed to thrusters for special
events only, or in contingency cases
such as loss of CMG attitude control
or unplanned CMG saturation.

Having both CMGs and thrusters
available and working is critical to
maintaining attitude control. Without
thrusters, large maneuvers could not
be performed, the ISS stack could
not recover from a loss of attitude
control event, and the ISS stack could
not be put into position to dock or
capture a rendezvousing vehicle.
Without CMGs available to hold
attitude between these events, the
thrusters on the ISS would exhaust
their fuel supply in a few months. A
minimum of two CMGs are required
to perform attitude control; however,
three CMGs are generally required
to safely perform all attitude control
functions. Individual CMGs can be
replaced by a spacewalking astronaut
with the assistance of the Space
Station Remote Manipulator System
(SSRMS) robotic arm. Two spare
CMGs are carried externally on the
ISS to replace failed gyros.

Probably the most well-known environment the ISS provides is one that

is unique to space—an environment in which objects are weightless.
Researchers can remove the variable of gravitational influence within their
investigations. For example, on Earth, combustion is driven by convection,
where warm air rises and cold air sinks. Crystal structures grown in the

weightlessness of space can often be grown larger and more pure.

Extremely sensitive experiments such as crystal growth experiments or those
involving liquid flow may be negatively impacted by firing of the ISS thrusters,
or even by movement of the ISS crew. For these reasons, more sensitive
experiments may be run in racks that have vibration isolation, are usually
planned when the USOS CMGs are in attitude control and thruster firings are
not planned, and may be conducted at night when the crew is sleeping.

US Segment Attitude Control

The control system of the US
Segment attempts to control three
different variables: the attitude (how
many degrees out of the desired
attitude is the ISS located); attitude
rate (how fast is the ISS rotating);
and momentum (how close are the
CMGs to saturation and therefore
losing attitude control without
resorting to thrusters). How much
each of these variables, or controller
states, are weighted by the attitude
control software depends on how

the software is configured. For
example, some software controllers
are designed to hold attitude and
attitude rate (i.e., how quickly the
attitude is changing, in degrees per
second) tightly, but at the expense

of allowing momentum to build in
the CMGs and therefore requiring
thruster firings. This type of controller
is used for dockings but is unsuitable
for attitude control of more than a few
hours because it uses propellant. A

m CHAPTER 7 SYSTEMS: MOTION CONTROL SYSTEM—NAVIGATOR OF THE HEAVENS

non-propulsive controller is desirable
for most attitude control—i.e., over
99% of the time. These controllers
take advantage of the environment in
which the ISS flies.

External torques, and the associated
momentum gain in the CMG system,
often balance out over the course of
an orbit. For example, as the solar
arrays rotate, they can generate a
torque in one direction at one part of
an orbit, and then a corresponding
torque in the other direction in
another part of the orbit. The torques
are conservative (i.e., they add up to
zero) over a full orbit, with the CMGs
providing the mechanism to store
momentum on one side of the orbit
by gimballing one direction, and then
disperse the momentum on the other
side of the orbit by gimballing the
opposite direction.

The CMGs also absorb small,
unbalanced (on average) torques
in orbit. Over the course of many
hours, these unbalanced torques



would eventually saturate the CMG
system and require thruster firings.
By slightly changing the attitude of
the ISS, however, the attitude control
software can push the momentum
state of the CMG system lower by
manipulating the small aerodynamic
and gravity gradient torques acting
on the system. This software

control mode is called “momentum
management.” The controller keeps
the momentum variable at the lowest
while loosening up on the attitude and
attitude rate constraints.

While in momentum management,
the ISS attitude will gently rock

by several degrees over the course
of an orbit as the software works

to push the momentum state of the
CMGs to zero. The advantage of
momentum management control is
that thruster firings are never needed
unless a significant unexpected force
such as a vent acts on the system.
This saves propellant and preserves
the microgravity environment for
many of the ISS payloads. The
disadvantage is that the attitude
wobbles by several degrees, which is
unsuitable for precision alignment of
the ISS attitude required for vehicle
dockings. Momentum management is
also unsuitable for rejecting thruster
plume disturbances from nearby
vehicles, which is why it is not used
for visiting vehicle capture operations
performed with the SSRMS robotic
arm. Finally, momentum management
only works near certain attitudes in
which external forces are balanced.
These attitudes are called Torque
Equilibrium Attitudes (TEAs). The
most typically flown TEA is one that
is usually within a few degrees of the
ISS LVLH (0,0,0).

A different control logic—referred
to as “attitude hold”—is used for
precision attitude alignment and
disturbance rejection, or for attitudes
that are not at the TEA. In attitude
hold, the CMG system maintains
the attitude precisely (within a few
tenths of a degree) by prioritizing
controlling the attitude and attitude
rate control over keeping the total
momentum constant. This greater
stability allows the system to reject
strong disturbances, thus making
attitude hold suitable for vehicle
dockings and robotic capture
operations. CMG momentum can
build rapidly in this mode since

the attitude control software does
not attempt to optimize the ISS
attitude to control gravity gradient
or aerodynamic torques, and the
stack may not be at a TEA. In these
cases, the system may saturate in
minutes, and would require frequent
desaturation firings of Russian
Segment jets.

A variation of the attitude hold

logic is called the USOS Thruster
Only (USTO). In USTO, the USOS
software bypasses the CMG system
and commands thruster firings of
the Russian Segment directly by
manipulating the software logic used
for CMG desaturation firings.

These attitude control concepts

are implemented in the software in
the form of controllers, which are
loaded by the ground as mission
needs dictate. These three types of
controllers map directly to the above
attitude control concepts:

= Momentum management
controllers for use during quiescent
orbit operations.

= Attitude hold controllers for
fine control.

= Attitude hold controllers
(USTO logic implemented) for
direct USOS control of Russian
Segment thruster firings.

Russian Segment
Attitude Control

The Russian Segment performs
attitude control using thrusters
spread throughout the Russian
Segment. The SM contains the
original Russian Segment thruster
package that is still in use today.
Additionally, Progress vehicles
docked to the aft port of the SM and
the Nadir port of the DC-1 docking
compartment have thrusters that
are usually placed under control of
the SM, when present. Although
no longer in use, the European
Automated Transfer Vehicle, when
docked to the SM aft port, was also
controlled by the SM.

The Progress and ATV thrusters

are generally preferred to the SM
thrusters because the distance
between the thrusters and the center
of mass of the ISS, or the moment
arm, is large. As when using a lever,
the longer the moment arm, the
greater the mechanical advantage
and the less a thruster needs to

fire. Additionally, unlike the SM,
the Progress and ATV are not
permanently attached; therefore,
they are unconstrained by lifetime
usage limitations that affect the
Zvezda thrusters, which have been
in use since 2000.
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The terminal flight computer within
the SM performs attitude control
with thrusters when the Russian
Segment is in attitude control, and
responds to requests for desaturation
thruster firings from the USOS GNC
MDM when the US Segment is in
attitude control.

Control Modes

The US Segment and Russian
Segment flight software jointly works
together through the use of several
attitude control software modes.

The software mode depends on what
is operationally being done and
which segment is in attitude control.

The most common modes are listed
below (see also Table 2):

» Free Drift/Indicator—segment is
not controlling attitude.

» CMG/Thruster Assist—US
Segment controlling attitude
with CMGs, Russian Segment
supporting with CMG desaturation
firings when commanded from the
US Segment.

» Thrusters—Russian Segment
controlling with thrusters.

Typically, the configuration of the
MCS will be CMG/Thruster Assist
during routine orbit operations, with
the US Segment in attitude control
using a momentum management

controller. The software is jointly
reconfigured by both MCC-H and
MCC-M to do a dynamic operation.
The example in Table 3 illustrates
the procedure for configuring from
day-to-day momentum management
to a configuration to support reboost.
Times are referenced to time of
reboost burn ignition, or time of
ignition (TIG), in minutes. TIG is
used as a countdown for reboost
burns, which helps Mission Control
personnel sequence out activities
required to perform the burn.

The US and Russian flight control
teams jointly manage all of these
operations by using a common set
of flight procedures that are built

Table 2. US Segment/Russian Segment Control Mode Combinations

Configuration | US Mode Russian Mode Notes Usage
Free Drift Free Drift Indicator or CMG/ | No active attitude Used immediately after docking while the
Thruster Assist control. docking interface is being made rigid.
CMG/Thruster | CMG/Thruster CMG/Thruster US Segment controlling | Momentum management for quiescent
Assist Assist Assist attitude with CMGs. operations, US control for vehicle grapples
and capture.
Thrusters Free Drift Thrusters Russian Segment Large attitude maneuvers, Russian Vehicle
Controlling with dockings, reboosts.
Thrusters.
Table 3. ISS Reboost Timeline
Time Center Action Notes
TIG - 40 min MCC-H/MCC-M | Uplink prep commands through Tracking
Data Relay Satellite
TIG - 30 min MCC-H Command handover to Russian Segment USOS Mode = Free Drift
Russian Mode = Thrusters
TIG - 25 min MCC-M Command reboost sequence to start
TIG - 20 min Attitude maneuver to reboost attitude Under Russian Segment automatic software
control
TIG Reboost ignition Under Russian Segment automatic control
TIG + 10 min MCC-M Maneuver back to normal stage TEA attitude
TIG + 20 min MCC-H Command handover from Russian Segment | USOS Mode = CMG/Thruster Assist
Russian Segment Mode = CMG/Thruster Assist
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and tested together. Flight directors
and motion control flight controllers
at each center jointly manage,

over voice circuits, procedures and
authorizations for commands.

Assembling the Motion
Control System

The ISS MCS has gone through
several evolutions throughout the
assembly sequence. Initial capability
was provided with the launch of the
Functional Cargo Block (FGB) with
its basic propulsive control system
used for attitude control from launch,
by the addition of the Node 1 on

Dec 6, 1998, and until arrival of the
SM on July 26, 2000. Upon arrival of
the SM, the FGB control system was
permanently shut down and converted
to propellant storage.

During the next 7 months, the SM
provided attitude determination

and attitude control using thrusters,
with orbit determination being

done via ground-based radar. The
USOS CMGs arrived with the Z1
truss during Space Transportation
System (STS)-92/ISS-3A in October,
although the CMGs were inactive.

The CMGs were activated and

the first attitude control handover
was performed to the USOS MCS
following the arrival of the USOS
Destiny Laboratory on February 10,
2001, along with the necessary flight
computers and software. The USOS
MCS and CMGs have performed
normal day-to-day attitude control
since this first activation, with Russian
thrusters engaged only every few
weeks for larger attitude maneuvers,
reboosts, or docking/capture of cargo
or crew transport vehicles.

The arrival of the last major
assembly—the SO truss on STS-110/
ISS-8A in April 2002—completed
the ISS control system. The SO

truss mounted the two RGA attitude
rate sensor packages and four

GPS antennas (with the SIGI GPS
receivers launched earlier in the
USOS Laboratory). This upgraded
equipment, along with a software
update to the GNC and C&C MDMs,
allowed the US Segment to fully
determine attitude, attitude rate, and
orbits independent of the Russian
Segment, thus greatly extending the
redundancy of the ISS MCS.

This completed the initial system
assembly. Although assembly

and reconfiguration of the system
continues in some respects, each
Progress vehicle is used for auxiliary
propulsive elements, primarily

to provide reboost engines and
augment roll control with thrusters.
Additionally, software continues to
be incrementally upgraded to take
advantage of operational experience,
such as using the Ku-band antenna to
help determine attitude along with the
GPS receivers.

Control Moment
Gyroscope Failures

The CMGs were the subject of a
considerable engineering and test
effort while under development
because of their criticality, and the
fact these mechanical devices must
spin at a high speed for decades.
The first CMGs used in space were
developed for the Skylab Program,
which used three CMGs. During the
relatively short Skylab operational
mission, one CMG suffered a spin
bearing failure and was shut down,
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and a second was near failure. The
ISS CMGs were direct descendants of
the 1973 Skylab CMGs. NASA made
improvements in the bearing design

to increase the operational lifetime.

Despite this effort, problems with

the CMGs continued early in the ISS
Program. The CMGs were activated
on February 12, 2001, during
STS-98/ISS-5A, after being launched
late in 2000 and stored with only
survival heaters active on the Z1
truss. These CMGs were responsible
for nearly all of the ISS attitude
control after that time.

On June 8, 2002, controllers in
MCC-H noticed that, after little more
than a year of operations, CMG-1
vibrated as it spun. Over the next
several hours, the vibrations worsened
until one of the two mechanical spin
bearings failed. It took more than an
hour for the energy in the spinning
wheel to dissipate, at which time one
side of the bearing assembly became
so hot it melted the ball bearings
inside. The crew reported a sound,
which astronaut Carl Walz described
as “a pretty loud, audible noise. A
kind of growling noise in the Node.”
The CMGs are mounted in the Z1
truss, which in turn is mounted to

the zenith port of the Unity Node. As
with all key elements of the ISS, the
CMGs can be replaced (Figure 17).

After a great deal of concern over
the health of the remaining three
CMGs, especially during the stand
down following the Space Shuttle
Columbia accident in 2003, NASA
replaced CMG-1 during STS-114/
ISS-LF1 in 2005 and returned

the gyroscope to Earth. CMG-3
exhibited similar issues shortly
after CMG-1 was returned. CMG-3
was eventually shut down and



Figure 17. Astronaut Dave Williams works to replace a CMG during STS-118/ISS 13A.1.

replaced, as well. A postmortem
investigation indicated design issues
within the spin bearing that caused
the ball bearings to skid instead of
roll, exacerbated by relatively high
gimbal rate limits.

The CMGs exhibited no additional
signs of distress following software
modifications to slow down the
maximum rates of the gimbals from
3 deg/s to 0.8 deg/s. Furthermore, the
two spares stored on the ISS have an
improved bearing design based on
lessons learned from the failures of
CMG-1 and CMG-3.

Conclusion

Although the MCS can only fully
support the ISS by combining the
vastly different US Segment and
Russian Segment systems, both
systems complement each other
well. The USOS system provides a
smooth microgravity attitude control
capability that minimizes the use

of on-board propellant consumables,
and the Russian Segment system
provides the necessary thruster
capabilities to handle reboosts and
attitude control situations beyond
the capabilities of the CMGs.
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As with the systems on orbit, flight
controllers in both MCC-H and
MCC-M work closely together to
keep the complete ISS MCS in good
health for the purpose of supporting
a stable platform for both the crew
and the research program.
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The potentially destructive nature of space debris. This photo (from a ground test) shows the damage done to a solid block of aluminum by a small
7-g (0.2-02) projectile traveling at 7 km/s (4.3 miles/s).

The low-Earth orbit environment

in which the International Space
Station (ISS) flies is, compared to
anything on the Earth, a very empty
place. But it is not completely empty.
The detritus of more than 50 years of
human activity in space encircles the
Earth as a cloud of orbital debris—

a nearly invisible threat to every
satellite in orbit, including the ISS.

Orbital Debris—A Serious
Threat to all Spacecraft

Similar to the way the ocean floors
across the globe are the final resting
place for shipwrecks from thousands

of years of human seafaring, the
remnants of more than 50 years of
human activity in space has left bits
and pieces of hardware that continue
to orbit the Earth.

This debris (popularly known as
“space junk’) consists primarily of
dead satellites, expended stages from
rocket launches, and fragmentation
from collisions, explosions, or other
breakups of these initially large
pieces of hardware—sometimes
decades after their mission has
ended. The size of the junk ranges
from multi-ton satellites and rocket
stages to small-piece parts of
satellites such as nuts and bolts,

and even paint chips.

These objects all orbit the Earth at
up to 28,000 km/h (17,500 miles/h)
in various orbits, meaning that any
encounter between them and an
operational satellite such as the ISS
will usually be at extremely high
velocities and would result in a
hypervelocity-impact collision.

The effects of a collision on a
satellite can range from minor to
catastrophic, depending on the
velocity and especially the size

of the impacting object. Many
instances of damage have occurred
from collisions between operational
spacecraft and space debris.
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Figure 1. Damage to the Trailing Thermal
Control Radiator on the P6 truss segment was
noticed during a spacewalk in August 2016.

For example, on Space Transportation
System (STS)-93, a collision with

a paint chip put a 10-mm (0.4-in.)
crater into one of the windows of
Space Shuttle Discovery, thus leading
to its replacement, post mission.

The ISS, having been in orbit since
1998, bears the scars of many
impacts, including a hole in the

edge of a radiator panel on the P6
truss segment (Figure 1), and a
shattered portion of a solar array
(Figure 2) that was caused by a piece
of small debris.

Without question, the most dramatic
event was the collision between the
active Iridium 33 communications
satellite and the abandoned Kosmos
2251 military communications
satellite. The 950-kg (2094-1b)
Kosmos and 560-kg (1234-1b) Iridium
collided at 42,120 km/h (26,173
miles/h). This collision resulted in the
complete destruction of both satellites,
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and generated more than 1,000 new
pieces of space debris that were larger
than 10 cm (4 in.) in diameter.

The US Department of Defense
(DoD) actively tracks (and helps
NASA and the ISS avoid) objects as
small as 10 cm (4 in.) in low-Earth
orbit. Approximately 23,000 objects
of this size, other than a few hundred
active satellites, are currently in orbit
and are classified as orbital debris.

Figure 2. Damage to space station solar array by space debris.

Based on ground-based sensors,
examination of returned satellite
parts, and statistical methods,
scientists believe approximately
500,000 objects that are greater

than 1 cm (0.4 in.) are in orbit.

The population of objects in recent
years has increased due to events
such as the Iridium/Kosmos collision
described above.

A hypervelocity impact releases a tremendous amount of energy for a given
amount of mass, much more so than (for example) a bullet striking a target.
Bullets travel on the order of 3500 km/h (2175 miles/h), and typically punch

holes in targets.

Relative velocities of two objects on a collision course in orbit are roughly 10
times this much, and the collision for the bullet example would involve 100

times as much energy. At this kind of impact velocity, the resulting release of
energy is essentially an explosion.




Orbital Debris—Conjunctions
and Relative Velocities

Although debris comes from many
sources, most travel at a very high
speed relative to the ISS, due to
orbital mechanics. This chapter will
examine a common debris source:
spent rockets.

Many communications satellites
operate at a high altitude (37,000 km
[22,991 miles]) that causes them to
orbit at the same rate in which the
Earth rotates. This process is termed
geosynchronous. As a satellite travels
to that altitude when first launched,

a rocket stage is often used and then
expended with an orbit that has a high
point of many thousands of kilometers
and a low point of a few hundred
kilometers above the Earth. This
particular elongated orbit is called a
geosynchronous transfer orbit, and an
orbit of this shape is more generally
called an elliptical orbit.

Oftentimes, rocket bodies left in
these transfer orbits later explode or
otherwise disintegrate into debris that
travels in roughly the same elliptical
orbit. Over time, atmospheric drag at
the low point of the orbit gradually
drops the high point of the orbit

until the debris reenters the Earth’s
atmosphere. The process can take
decades or even centuries, depending
on how much drag the object creates.

Figure 3 shows an example of a piece
of debris that is in an elliptical orbit
and at a different orientation than that
of the ISS.

In this elliptical orbit, an object
travels quickly when closer to the
Earth (for the transfer orbit described
above, 35,600 km/h [22,000 miles/h])
and slower when far away from

the Earth (for the transfer orbit,

5,700 km/h [3600 miles/h]). In this
orbit, it takes 10.5 hours for the object
to complete an orbit of the Earth.

o™

Conjunction

Debris

Figure 3. Conjunction with an object in an elliptical orbit. The ISS travels in a circular orbit at a lower
altitude while the debris travels in an elliptical orbit. The lower portion of the debris’ orbit can cross the

plane of the ISS.

In comparison, the ISS orbits in

a nearly circular orbit of 400 km
(249 miles) and stays at about

400 km (249 miles) above the Earth
as it travels. The velocity is constant
at 28,000 km/h (17,300 miles/h),
and it takes the ISS 90 minutes to
go around the Earth.

The ISS and any given piece of
debris will probably never cross
paths. With 23,000 large objects
being tracked in orbit, however, the
ISS typically has a close approach
every few days. For the example
shown in Figure 3, a close approach
would involve the ISS traveling
28,000 km/h (17,300 miles/h), and
the debris traveling 35,000 km/h
(22,000 miles/h) in a different
direction, due to the angle between
the orbits. This close approach

is called a conjunction. A great
deal of effort goes into assessing
the risk from this conjunction

and protecting the ISS from a
catastrophic collision.

Protecting the International
Space Station from
Space Debris

The ISS has been shielded for smaller
pieces of orbital debris (up to 1 cm
[0.4 in.]) and is the most heavily
shielded spacecraft ever flown. The
shielding generally consists of a metal
outer bumper offset from the inner
pressure shell, which is also known
as a Whipple Shield (see Chapter 3).
When debris strikes the outer bumper,
the debris vaporizes and dissipates
the kinetic energy of the space junk,
pitting the bumper but leaving the
inner pressure shell intact.

The portions of the ISS most likely to
incur a strike are the portions that face
forward into the direction of flight
when traveling in the normal local
vertical/local horizontal attitude. For
this reason, the shielding is the highest
on the US Segment, which faces into
the normal flight direction of the ISS.
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Space junk that is marginally above
the 1-cm (0.4-in.) capability of the
shielding but less than the 10-cm
(3.9-in.) threshold that can be ground
tracked may cause a penetration of
the ISS hull, which can result in an
overboard leak and depressurization.
The crew has the tools, procedures,
and training to arrest such a leak by
locating and placing a patch over the
interior hull if the hole can be found
before the ISS stack pressure drops
too low. In the most extreme case, the
crew can close off a leaking module
by closing the connecting hatches
and isolating it, which may cause the
loss of the module but would leave
the crew members and their escape
vehicles safe and intact.

Protection against larger pieces
is done by altering the orbit to
actively avoiding the debris, as
described below.

Active Orbital Debris
Tracking from the Ground
and from Space

The first step in this protection is the
tracking of debris by the US DoD
Space Surveillance Network (SSN).
The SSN uses radar and optical
sensors, both on the ground and in
space, that detect and track debris in
orbit and build a catalog of objects
in space along with their orbital

characteristics. The SSN tracks and
updates the orbital location of the
debris as the debris changes orbit,
due to atmospheric drag, or breaks
apart. Figure 4 shows one space-
scanning radar complex that is part
of the SSN.

Currently, the SSN uses 29 optical
and radar sensors to characterize space
debris, and makes approximately
400,000 measurements per day. The
sensors are divided into dedicated
sensors (used exclusively for space
surveillance) and contributing/
collateral sensors (sometimes used for
other purposes).

These sensors are spread around the
Earth to better cover possible orbital

Figure 4. Millstone/Haystack radar complex used to track orbital debris. The installation is located in Tyngsboro, Massachusetts.
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Figure 5. Current space SSN sensor locations. Sensors are labeled by the name of the complex in which they are housed, which is sometimes (but not

always) geographic location.

locations. Figure 5 shows a map of
sensors currently used to maintain the
catalog of objects in orbit.

These sensors fall into four categories:

1) Phased Array Radars: Radar
systems that rely on an
electronically steered beam.

= BLE — Beale Air Force Base,
California

= COD — Cape Cod Air Force
Station, Massachusetts

m CAV - Cavalier Air Force
Station, North Dakota

m CLR — Clear Air Force Station,
Alaska

» FYL — Fylingdales Royal Air
Force Station, North York
Moors. England

s THL — Thule Air Force Base,
Greenland

» EGL — Eglin Air Force Base,
Florida

s SHY — Eareckson Air Station,
Shemya Island, Alaska

2) Mechanical Radars: Radar
systems that rely on a
mechanically steered dish.

» ASC — Ascension Royal Air
Force Station, Ascension Island

» GBII — Globus II radar station,
Vardo, Norway

s MIT/LL — MIT/Lincoln Labs,
Massachusetts (includes
Millstone and Haystack
observatories)

» RTS — Reagan Test Site,
Marshall Islands

3) Ground-based Telescopes:

s AMOS — Air Force Maui Optical
and Supercomputing Site, Maui,
Hawaii

Installations of the Ground-based
Electro-Optimal Deep Space
Surveillance system:

» SOC — Socorro, New Mexico
s MAU — Maui, Hawaii
» DGC - Diego Garcia Island

4) Space-based Optical: Sensors on
satellites in Earth orbit.

» SBSS — Space-based Space
Surveillance, satellite system
operated by the US Air Force

s SAPH - Sapphire satellite
system operated by the Canadian
Armed Forces
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Debris Screening

The DoD Joint Space Operations
Center (JSpOC) at Vandenberg Air
Force Base, California, performs an
assessment of the orbit of the ISS
against this catalog of debris every

8 hours. In this assessment, the orbit
of the ISS is projected out several
days, along with tracked space
debris that is orbiting such that it
may come close to the ISS. When
this assessment predicts a potential
close approach between the ISS and a
piece of space debris (usually within
the following 72 hours), JSpOC will
provide data on the close approach,
including predicted miss distance
and time of closest approach (TCA)
to the Trajectory Operations Officer
(TOPO) flight controller in Houston.

The TOPO screens an imaginary box
of space around the ISS (sometimes
referred to as the “pizza box”) that is
+ 25 km (£15.5 miles) in the direction
of motion, + 25 km (£15.5 miles)
perpendicular to the direction of
motion, and + 0.5 km (+0.3 miles)
radially from the ISS as it flies in
orbit. This is shown in Figure 6.

If the predicted miss distance is
within this box, the TOPO will notify
the flight control teams in Houston
and Moscow of a potential collision
hazard. TOPO will use tracking data
on the object and the position of the
ISS (see Chapter 7) to calculate a
probability of collision (Pc) that is a
mathematical representation of the
likelihood of a collision between the
ISS and an object during the close
approach. The computation takes
into account variables that impact
the known orbits of the ISS and the
target object, such as uncertainties in
atmospheric drag and quality of radar
tracks on the target. Just because an
object can be detected by radar does

+0.5 km

4 (+0.3 miles)

¥-5km

Dt

- (-0.3 miles)

4

-25 km
(-16 miles)

-

/25 km
(+16 miles)

+25 km (+16 miles)

'
-25 km (-16 miles)

Figure 6. The imaginary box (aka the pizza box) around the ISS.

not always mean the precise location
can be pinpointed. For example,
depending on the size or composition
of an object, it might be barely
detectable, meaning the radar may
get glimpses of an object but not a
clear view. The TOPO continuously
refines the Pc of the object as the
TCA approaches, iterating up to
several times per shift, depending

on the level of concern regarding the
potential collision.

JSpOC will also work with TOPO
and the SSN on increasing coverage
on a problem space object to better
understand its orbit as required,
especially if it becomes a threat to the
ISS. Coverage can be increased by
using more radars and/or telescopes
to gather more data on the object.
Coverage can be increased by
tracking an object multiple times per
day as it passes over various tracking
sites when ordinarily it may only be
tracked once every few days.

Evaluating the Risk of a
Potential Collision

Flight rules define four levels of
concern and actions for orbital debris
that will have a close approach and
has a calculated Pc:

» Green: Pc less than 107 (less than
1 in 100,000 chance of collision)—
no action required.

Yellow: Pc between 10-° and 10+
(Pc greater than 1 in 100,000 but
less than 1 in 10,000)—a debris
avoidance maneuver (DAM)
should be attempted prior to TCA
unless there is a major impact to
the ISS operations (such as loss of
a rendezvous opportunity with a
cargo vehicle).

Red: Pc between than 10+ (Pc
greater than 1 in 10,000) and 10~
(1 in 100)—a DAM should be
performed prior to TCA unless the
burn itself will place the crew at
greater risk. DAMs may also not be
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performed during the short 4-orbit
rendezvous of Soyuz and Progress,
the last 30 hours of the longer
Soyuz 34-orbit rendezvous, or the
final proximity operations of the
Progress 34-orbit rendezvous. This
is to protect for cases where the
DAM would potentially prevent the
rendezvous of the visiting Soyuz/
Progress to the ISS.

= Black: Pc greater than 10 (Pc
greater than 1 in 100). A DAM
must be performed prior to TCA
unless the burn is in the final
minutes of a Soyuz or Progress
docking operation. This is a brief
window of exposure.

The action levels provide a good
example of risk management as it
appears in flight rules. On a green
conjunction, the risk is not zero.
Rather, it is reasonably small—

1 in 100,000 chance of impact.

Although the risk of collision could
be driven closer to zero by moving
the green line to, for example, a 1 in
1,000,000 chance, it would also mean
the ISS would need to perform far
more debris avoidance burns, perhaps
even weekly.

Burns of this frequency would be
unsupportable. Research on the
ISS would be impacted, propellant
would be depleted, and the orbit
would change so often that some
cargo missions would need to be
delayed. The threshold chosen
represents a balanced and accepted
risk where it is as low as possible
while still allowing the ISS to be
useful as an orbiting laboratory.
The yellow—and especially the red
and black—thresholds, however,
represent unacceptable risk to the
crew and ISS, and are where the
space station will actively move out
of the way of debris.

In the best circumstances, the
conjunction is with a well-tracked
object and the TOPO will have several
days prior to the TCA to calculate
multiple updates to the object, refine
the Pc, and trend the conjunction.
Sometimes, however, an object may
be more difficult to predict. For
example, a large flat piece of metal
from an expended rocket stage in a
low orbit has high atmospheric drag
in one orientation, and low drag in
another. Since it may be tumbling, the
drag slowing it down and changing
its orbit could vary and makes the
TOPQO’s job more difficult. This is the
sort of situation in which additional
tracking can help.

As the conjunction nears, the Pc
typically gets greener (as described
in the next section) with additional
tracking and less uncertainty because
the orbit of the object becomes better
understood and less time will elapse
(and introduce prediction error)
before the conjunction. For this
reason, and because the maneuver
can be disruptive to ongoing ISS
operations, the general philosophy is
to delay a DAM as long as possible
to provide the TOPO the opportunity
and data to ensure the necessity of
that maneuver. In the end, it often
comes down to the flight director
making the best decision possible by

balancing the impacts and risks per
the flight rule, based on the available
data and expertise of the TOPO.

Tracking and Evaluating

Figure 7 shows the trend of a piece
of debris (in this case, part of an
exploded rocket upper stage) in 2013.
The format of the table is exactly the
same as that used by the TOPO as he
or she works with the SSN to refine
the Pc over time.

In the Figure 7 example, data were
first provided to MCC-H as an
Orbital Conjunction Message
(OCM) 68 hours prior to the TCA.
Additional OCMs were provided
every 4 to 6 hours as JSpOC, the
TOPO, and the flight director
continued to evaluate the risk posed
by the object to the ISS.

The first four OCMs do not include
a Pc since several computations
over time are required to generate
an official Pc to collect data and
provide an accurate assessment of
the collision risk. As can be seen
by examining the miss distances in
early OCMs (1-4), the miss distances
are changing relatively significantly
due to uncertainty in the position
of the object.

NASA first implemented conjunction assessment on STS-26 in 1988 by
using a simple 4 x 10 x 4 km (2.5 x 6.2 x 2.5 mile) football-shaped volume as
a “keep out” zone around the Space Shuttle based on simple miss distance,

which worked well for the relatively maneuverable shuttle.

Prior to the ISS first element launch in 1998, NASA and the DoD
implemented the higher-fidelity risk-based assessment to better understand
when a burn was required and to avoid the operational and science impact

of performing an unnecessary DAM.
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OCM # TCA (hours) U (Radial) V (Downtrack) | W (Cross track) | R (Spacing) Pc
(km/miles) (km/miles) (km/miles) (km/miles)

1 68.9 1.06/0.66 45.90/24.46 -11.41/-7.07 47.31/29.33

2 62.6 1.02/0.63 43.70/27.09 -10.86/-6.73 45.04/27.92

3 58.3 -0.57/-0.35 -12.60/-7.81 3.10/1.92 12.99/8.05

4 54.8 -0.22/-0.14 -1.05/-0.65 0.24/0.15 1.10/0.68

5 49.8 0.93/0.58 44.48/27.58 -11.07/-6.86 45.85/28.43 2.1x105

6 46.4 1.47/0.91 70.57/43.75 -17.55/-10.88 72.74/45.10 1.6x10-

7 42.0 2.73/1.70 203.32/126.06 -50.56/-31.34 209.53/129.91 0.0x10°

8 38.6 2.73/1.70 210.20/130.32 -52.25/-32.40 216.52/134.24 0.0x10°

9 34.6 2.25/1.40 272.34/168.85 -67.78/-42.02 280.66/174.01 0.0x10°

Figure 7. Tracking of a sample conjunction. The information is arranged as follows:

Column 1: Orbital Conjunction Message (OCM) number. The OCM is the official message from JSpOC to Mission Control Center-Houston (MCC-H) on an
impending potential collision. Multiple messages are generally received on a particular object over time, and are represented by individual rows. In this case,

nine messages were received before the object was cleared.

Column 2: Time remaining until TCA: The number of hours until the TCA between a tracked object and the ISS.

Columns 3-5: Predicted miss distance between the object and the 1SS, broken out by axes described in Figure 6.
Column 6: Predicted overall miss distance between the object and the ISS.
CGolumn 7: Official Pc at the time the message was generated (color coded based on thresholds set in flight rules), as computed by the TOPO in MCC-H.

During this time period, the TOPO
and JSpOC often work together to
devote more observation time and
assets of the network to help refine
the understanding of the location
and velocity of the object as it orbits
the Earth, which is reflected in the

later OCMs.

When an official Pc was determined,
it was for a yellow conjunction at
49.5 hours before TCA on OCM 5.

Yellow conjunctions can eventually
result in a DAM if an object stays
yellow closer to TCA; however,

in general, additional tracking and
reduction in uncertainty often clears
an object. In this case, the Pc was
calculated as zero and the object went
green 42 hours prior to TCA.

Unfortunately, some conjunctions
stay yellow or become red as more
tracking becomes available. Debris

that has high atmospheric drag or is

in an unusual orbit (such as a highly
elliptical orbit) is less predictable,

and some collision threats are not
identified until late (less than a day
before TCA). Figure 8 shows a
conjunction that began as green and
eventually developed into enough of a
threat to require a DAM.

In these cases, a DAM is planned and,
if necessary, executed.

Figure 8. Development of a conjunction,

which requires a maneuver. See Figure 7 for data definitions.

OCM # TCA (hours) U (Radial) V (Downtrack) | W (Cross track) | R (Spacing) Pc
(km/miles) (km/miles) (km/miles) (km/miles)
1 69.3 -0.19/-0.12 -7.26/-4.51 -9.93/-6.17 12.30/7.64 2.610¢
2 60.9 -0.18/-0.11 -11.28/-7.10 -15.41/-9.58 19.09/11.86 7.5107
3 53.1 -0.18/-0.11 -2.55/-1.58 -3.48/-2.16 4.32/2.68 1.410°
4 45.3 -0.22/-0.14 -1.33/-0.83 -1.82/-1.13 2.26/1.40 5.51013
5 37.5 -0.32/-0.20 6.68/4.15 9.13/5.78 11.32/7.03 7.0x1077
6 29.0 -0.14/-0.09 2.95/1.83 4.04/2.51 5.00/3.11 6.3x10
7 21.4 -0.07/-0.04 -0.72/-0.45 -0.98/-0.61 1.22/0.76 1.1x103
8 12.8 -0.16/-0.10 2.30/1.43 3.15/1.96 3.90/2.42
9 11.4 -0.09/-0.06 -0.88/-0.55 -1.19/-0.74 1.48/0.92 2.5x102
10 9.8 -0.04/-0.03 -0.04/-0.03 -0.05/-0.03 0.08/0.05 1.310°
11 5.1 -0.01/-0.01 -0.66/-0.41 -0.91/-0.66 1.12/0.70 1.710
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Debris Avoidance Maneuvers

DAMs are planned as a small orbital-
raising (or reboost) maneuver.

A reboost maneuver uses the small
rocket thrusters on the aft of the ISS
to push it slightly higher in orbit.
The ISS is designed such that all
propulsion is done by the Russian
Segment. The core of the propulsion
system is the Service Module, which
is operationally controlled by Mission
Control Center-Moscow (MCC-M).
Small thrusters on the Progress
resupply vehicles can be used for
both reboost and attitude control,
depending on the specific docking
ports, whereas the propulsion system
is under the control of MCC-M, the
Service Module, and the Service
Module computers.

Although MCC-M actually controls
and fires the rockets, MCC-H
provides threat assessments based
on JSpOC data. The control centers
work together to keep the ISS in the
correct orbit.

Reboost maneuvers are already
periodically scheduled to raise

the orbit of the ISS, which decays
naturally due to atmospheric drag.

A DAM is the same thing, but is
planned with flexibility in mind so the
maneuvers can be executed in only a
few hours, if necessary.

DAM reboosts are relatively small.
A DAM performed in 2012 fired
the Service Module engines for

54 seconds, which raised the
altitude of the ISS by 1.5 km

(0.9 miles). This “nudge” in the
orbit is all that is required to clear
a conjunction successfully and
carry the ISS away from the future

potential impact. These nudges are
usually targeted to occur 2 hours

and 20 minutes prior to a potential
impact, which provides sufficient
time in the new orbit to travel away
from the point of collision before the
close approach occurs.

When the need to at least plan for

a debris avoidance burn becomes
apparent (typically ~30 hours before
TCA for a conjunction that is not
improving), the TOPO along with his
or her counterparts at MCC-M will
plan a DAM burn. The burn will be
optimized to minimize the impact

on the ISS operations (for example,
if possible, to avoid periods where
feathering the solar arrays and a
power down would present a power
challenge), to minimize impact to
downstream planning of vehicles that
will be docking to the space station
or returning to Earth from the ISS

in the coming months, and finally to
place the ISS on a new trajectory that
has been preemptively evaluated by
JSpOC as clear and free of debris (at
least for the next several days).

Detailed execution planning is handed
to MCC-M as soon as the TOPO

has designed a DAM consisting of

a specific burn magnitude, duration,
and time. Engineers at MCC-M will
build a software script that allows

the computers in the Service Module
to physically execute the burn. This
script is referred to by its Russian
moniker: cyclogram.

The Russian software executes

a series of cyclogram-defined
commands on the Russian Segment
automatically. Russian flight
controllers at MCC-M will build
the cyclogram on the ground, verify
by running it on a software test bed

with the same computers used on the
space station, and uploading it for
use on the actual reboost. It takes a
day to complete this process if the
cyclogram is being built from scratch.

The cyclogram contains detailed
commands that begin execution
approximately 90 minutes prior to a
debris avoidance burn, immediately
after attitude control is handed over
from the US Segment to the Russian
Segment. The cyclogram will then
configure the propulsion system to
fire thrusters, maneuver the ISS to
the reboost attitude (i.e., aim the
main engines so that the thrust will
increase the orbital altitude), and fire
the engines at the appropriate time
and for the appropriate duration.
After the burn ends, flight controllers
at MCC-M and MCC-H will work
together to hand attitude control
back over to its normal long-term
configuration using the US Segment
Control Moment Gyroscopes (CMGs).

There are two kinds of DAMs—

a standard DAM and a predetermined
DAM (PDAM)—each with its

own cyclogram.

A standard DAM is essentially
identical to a planned reboost except
that MCC-H builds the software load
on an expedited schedule. Normal
reboosts to counter atmospheric drag
or to set up phasing for a visiting
vehicle are calculated months in
advance. A standard DAM requires
approximately 24 hours to build and
verify, but it has greater flexibility for
selecting burn duration and choosing
the vehicle that will conduct the
reboost. For example, the Service
Module itself can perform a reboost
if a Progress is not docked to the aft
of the Service Module or Docking
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Compartment-1 on the bottom of
the ISS (which requires an attitude
maneuver to point the Progress
engines in the correct direction).

A standard DAM also allows MCC-M
and MCC-H to custom pick the burn
duration to change the orbit velocity
(also referred to as the delta-V). This
can be helpful when shaping the orbit
to account for where the ISS needs

to rendezvous, and to undock cargo
and crew delivery vehicles that are
planned over the next few months.

A PDAM is a “canned” burn plan
with limited delta V options that

is always ready and loaded in the
Russian Segment. The PDAM is

a capability that was first made
available in 2012. Prior to that time,
all DAMs were standard DAMs. The
PDAM was developed in response to
the increasing number of conjunctions
that were occurring (due to the
increase of orbital debris over the past
decade) as well as the development
time required for the standard DAM.
Prior to the development of the
PDAM capability, if a conjunction
was detected between the ISS and a
piece of debris within approximately
24 hours, there was insufficient time
to develop a cyclogram and maneuver
the ISS out of the way. The crew and
flight control team were left with
simply isolating the crew members

in their Soyuz vehicles as protection
from the effects of an impact.

PDAMSs are pre-developed plans that
permanently reside in the Service
Module software and have burns
available of 0.3, 0.5, 0.7, or 1.0 m/s
(1.0, 1.6, 2.3 or 3.3 ft/s). MCC-H and
MCC-M can select a burn magnitude
that will best change the orbit to
avoid a conjunction as well as keep
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the ISS in the proper position for
later operations, such as rendezvous
of crew and cargo vehicles that are
weeks or months away. It is also
possible that one burn magnitude
may clear the ISS out of the path of
the original debris, only to find it in
the path of some other object. Having
four options ensures that one solution
can be found that will clear the path
of all debris.

Because a PDAM is already built
and on board the space station
computers, a PDAM can be

planned and executed with as few

as 5.5 hours remaining until a
conjunction will occur. The 5.5-hour
minimum is driven by the time
required to configure the solar arrays
(3 hours) prior to the avoidance
burn, which is typically done 2 hours
and 20 minutes prior to the closest
approach. The solar arrays need to
be positioned in specific orientations
to avoid being struck by the exhaust
of the thrusters that are used for both
the reboost and the attitude control.
The 2-hour-and-20-minute burn
point is driven by the need to travel
for a short period of time in the new,
slightly adjusted orbit to move away
from the conjunction.

Because the PDAM can be executed
rapidly and cancelled late, and
because most conjunctions become
green as the time before closest
approach decreases, the preferred
strategy for debris avoidance is
usually to wait out the conjunction
and plan to do a PDAM at the latest
possible time, if it is still required.

The only downside to this strategy is
that the burn magnitudes are limited

to those in the canned burns. In some
cases, MCC-H and MCC-M may

elect to plan for a standard burn if
a more tailored reboost would be
beneficial from a trajectory point
of view to preserve, for example, a
particular rendezvous opportunity
several weeks away.

Predetermined Debris
Avoidance Maneuver
Execution

When a space debris threat continues
to be yellow or red with less than

24 hours remaining to TCA, or when
JSpOC notifies MCC-H of a late-
notice conjunction, PDAM planning
goes into high gear to prepare the
ISS for an escape maneuver. As
previously discussed, the TOPO will
select a candidate burn time (usually
2 hours and 20 minutes prior to
TCA), and the MCC-H flight director
will approve the time and direct
teams to plan for a burn.

This planning will attempt to
configure the space station systems
(especially power and payload) as
gracefully as possible based on how
much time is available before the
burn executes. Most of this planning
centers around power availability,
since (as in many thruster firings) the
solar arrays are repositioned to best
protect them from thruster firings
rather than optimized for power
generation. Generally, this means less
power is available than had originally
been planned and certain systems
need to be turned off. With careful
planning, certain allowances can be
made—for example, an experiment
that requires a few more hours to
finish will be allowed to complete
before being turned off. The more



advanced warning available, the
more time flight controllers have
to work the intricate details of this
power-down plan.

When necessary, however, the
ISS can execute a burn with as little
as 3 hours’ notice (about 5 hours

and 20 minutes before the
conjunction if the burn is done at

the standard 2 hours and 20 minutes).
An emergency unplanned power
down is normally required in order
to perform a burn this quickly. This
power down is a preplanned power

down, which is always available

but unrefined, and may result in
noncritical systems being powered
down rapidly, thus potentially
impacting research on board. For this
reason, the emergency power down is
an option of last resort.

Pre-burn

Request additional Tracking and
Data Relay Satellite (TDRS) time
from space network

If necessary, MCC-H will request to fill gaps in TDRS satellite coverage
of the ISS to provide command and telemetry links during critical periods
leading up to the PDAM burn as well as the burn itself.

TDRS satellite coverage is usually quite good, but there are often 10- to
30-minute gaps in coverage while the satellite network is shared with other
users. These gaps can often be negotiated with other users and filled to
provide more time for MCC-H and MCC-M to command configurations in
preparation for the reboost.

Pre-burn

Safe payload racks and other
vehicle systems

Certain payload and vehicle systems are sensitive to thruster firings (for
example, the treadmill needs to be fixed to the ISS structure and not in use
during reboost burns).

TIG - 2:40

ISS power down

Power down the ISS systems to support the feathering of solar arrays.

TIG - 2:40

Generate burn options

If not already done, TOPO generates burn options and supply to JSpOC for
debris screening and provides options to MCC-M.

TIG - 2:25

Power up redundant navigation
equipment

MCC-H powers up redundant rate gyro assemblies and enables US
Segment accelerometers to support burn.

Redundant gyros are brought up to protect against failures during the
burn (in some cases, the burn may stop without the redundant equipment).
The accelerometers in the US Segment are used by the Russian Segment
to calculate the end of the burn.

TIG - 2:25

Park and lock solar array joints

Position solar arrays for propulsive support and reboost. Solar arrays are
usually positioned in a way that minimizes the structural effects caused by
thruster firings.

TIG - 1:30

Select final burn option

If not already done, TOPO selects and approves the final burn time based
on JSpOC screening and provides the final burn option to MCC-M.

TIG -1:30

Final go/no go for PDAM

The MCC-H and MCC-M flight directors authorize execution of the debris
avoidance burn.

TIG - 1:20

MCC-H commanded handover
of attitude control to the Russian
Segment

MCC-H commands attitude control to handover from United States On-
orbit Segment (USOS) non-propulsive CMG attitude control to Russian
Segment thrusters attitude control.

TIG -1:00

MCC-M commands burn execution
sequence initialization

MCC-M will issue a command to begin the automatic burn sequence.
This sequence will configure systems on the Russian Segment (including
the propulsion and attitude control systems), maneuver the stack to burn
attitude, and then execute the burn exactly 1 hour after the command is
received.

TIG

Burn execution

Under Russian Segment Service Module automatic control, several minutes
in duration depending on configuration of propulsion system and engines
used. The ISS is maneuvered back to attitude post burn.

TIG + 00:40

MCC-H commanded handover back
to the USOS

MCC-H commands attitude control back to USOS non-propulsive CMG
attitude control.

Post-burn

Clean up

MCC-H places solar arrays back in solar auto track to maximize power
generation and repowers systems to restore normal operations.
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The following timeline is based on
the time of ignition (TIG)—the time
at which the PDAM burn would
execute. Throughout the PDAM
planning and execution process,
TOPO continues to refine the Pc
calculation as data from JSpOC
become available. If an object
manages to go green very late, the
burn can be cancelled. Typically,
this occurs before the final attitude
control handover to avoid thruster
firings, which may perturb the
orbit (and potentially increase the
probability of collision).

Safe Haven

If MCC-H is notified of a
conjunction very late, there may not
be enough time to execute a burn.
As mentioned previously, MCC-H
and MCC-M must be notified no
later than 5.5 hours before the TCA
to configure the systems (primarily
solar arrays), start the burn sequence
on board the Russian Segment, and
actually perform the burn.

If insufficient time is available,
“safe haven” procedures allow
the ISS crew members to close
hatches in the USOS, enter their
respective Soyuz vehicles (which
are used to transport crews to

and from the ISS), and close the
hatches in the Soyuz to be best
set up for withstanding an impact
and performing an emergency
departure and deorbit, if required.
Keeping hatches closed ensures
that if a module is penetrated by
an impact event, the loss of air is
limited to that module and not the
entire ISS volume. Keeping the
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crew members inside the Soyuz
minimizes their exposure to an
ISS depressurization that results
from impact and has them pre-
positioned in the vehicle that can
return them home if the ISS is
significantly damaged.

Safe haven was executed on
several occasions earlier in the
life of the ISS before the advent
of PDAM, when only the nominal
DAM was available and required
a 24-hour notice. PDAM was
developed specifically to avoid
the safe haven scenario and has
been largely successful, since
notification of a conjunction by
JSpOC with less than 6 hours
remaining is extremely unusual.

Frequency of the
International Space Station
Debris Avoidance Maneuvers

As of mid-2016, DAMs have been
attempted 21 times (the first one in
1999 was unsuccessful and did not
burn). Further safe haven events

(in 2009, 2011, 2012, and 2015) have
taken place, three of which occurred
prior to the creation of the PDAM in
2012, which made them less likely.
For comparison’s sake, in 2015,

116 conjunctions fell within the
pizza box. MCC-H actively worked
these conjunctions, 111 of which
eventually went green and did not
require a DAM or PDAM. An actual
impact with a tracked object, which
would result in (at a minimum)
significant damage to the ISS, has
never occurred. Figure 9 shows the
number of DAMs.

Year #
2017 0
2016 0
2015 4
2014 5
2013 0
2012 3
2011 2
p
2
1
0
1
1
2
1
2

2010
2009
2008
2004-2007
2003
2002

2001

2000
1999
1998 0

Figure 9. DAMs by year through mid-2017.

The Orbital Debris
Environment—
A Growing Problem

The debris environment in the
vicinity of the ISS has gotten worse
over the past 15 years. According
to the NASA Orbital Debris Office,
more than one-third of the debris
currently in orbit came from two
events: the hypervelocity collision
between the operational Iridium 33
satellite and the abandoned Kosmos
2251 satellite in 2009, recounted
above; and, the intentional destruction
of the Fengyun-1C weather satellite
by China in 2007 with a missile
during a defense test. The collision
between Kosmos and Iridium alone
produced more than 2000 pieces of
trackable debris.



Orbital debris penetrating the hull of our spacecraft

is one of the “Big 3” threats that astronauts and flight
directors worry about the most—along with fire and a
toxic atmosphere. Orbital debris is a particularly insidious
threat because there are hundreds of thousands of
chunks of debris traveling around the Earth at enormous
velocity, and most are too small to track with radar.
Because of this, we essentially fly spacecraft in low-Earth
orbit—in what pilots might euphemistically refer to as

the “big sky, little airplane” theory of operation—where
the likelihood of running into something is statistically
extremely low. The difference between flying airplanes
and flying spaceships is that things move MUCH faster in
space than they do in the air, meaning the kinetic energy
is exponentially higher. Something traveling in low-

Earth orbit at a typical 28,000 km/hr (17,500 miles/hr)
might travel at 100 times the speed of an airplane flying

odds are low that we will hit anything, the consequences
of doing so are therefore potentially catastrophic.

The call came up from Houston late in the evening

on Friday, March 23, 2012, that JSpOC was tracking

a late-notice conjunction—space jargon for a short-
notice potential impact from orbital debris. The TCA
was early the next morning. This hunk of debris was left
over from a 2009 collision between an out-of-service
Russian Kosmos satellite and an Iridium communication
satellite. It was “draggy” (not very dense), thereby
making its trajectory difficult to predict and track,

which further limited the prediction accuracy. The way
conjunctions usually work is that they are identified

well in advance and, even if they start out red (high risk
and/or high uncertainty), they gradually become yellow
(moderate risk) and then green (essentially no risk) as the
trajectories are refined. Even when they don’t turn green,
the ground usually has plenty of time to plan an ISS or
Progress engine burn, called a DAM, and nudge the
space station away from the impending impact (this was

at 282 km/hr (175 miles/hr), but its energy (per given
kilogram of mass) is 10,000 times greater. Although the

Much of the debris from these events
is actually above the altitude of the
ISS. Figure 10 shows the density
(number) of tracked objects present in
a cubic kilometer of space at a given
altitude. As is shown in Figure 10,

the highest density of debris is at
approximately 800 km (500 miles)
altitude, and was the result of the
Iridium and Fengyun events.

Although the bulk of this debris is
above the ISS orbit, it will descend
over time due to atmospheric drag,
and the number of conjunctions with
the space station will increase. For
these reasons, the flight control team
continues to refine its tools available
to assess and protect against threats
from orbital debris.

before the Russian and American programs were able to
implement the quicker PDAM process). In this case, the
uncertainty stayed high and the exceptionally late notice

6.E-08

Iridium-Cosmos Breakup

5.E-08
Fengyun-1C Breakup

4.E-08

3.E-08

2.E-08

Spatial Density (no/km?)

1.E-08

200 400 600 800 1000 1200 1400 1600 1800 2000
Altitude (km)

Figure 10. Low-Farth orbit debris density (from htto.//www.unoosa.org/pdf/pres/stsc2011/tech-31.pdf,

NASA report). The y-axis displays the density of objects in terms of number of objects per cubic kilometer
while the x-axis shows the altitude. The collision between the Iridium and Cosmos satellite lead to a peak
of about 5.5 x 10-8 particles per cubic kilometer at an altitude around 800 km (500 miles).
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of the conjunction meant it would have been impossible
to push the ISS out of harm’s way. This has happened
only four times during 18-year lifetime of the ISS.

So, in this case, Houston gave us the order early
morning Saturday to configure the ISS for possible
impact and subsequent abandonment. We were told

to power down all the nonessential equipment, close
the hatches between the various modules, shut down
the intramodule ventilation, and then take shelter in our
respective Soyuz spacecraft. The TCA was 6:38 a.m.
The ground uplinked a “late-notice conjunction/safe
haven actions” procedure that would guide us through
the power downs and module isolation and tuck us
safely away in our Soyuz spacecraft, ready to abandon
ship, if necessary. This was an all-hands-on-deck effort
where all six of the ISS crew members worked in tight
coordination with the MCC flight controllers to safe

the ISS. By closing the hatches between the modules,
we gave the crews and MCCs a fighting chance of
recovering the ISS by isolating any breached modules
from the rest of the ISS volume. Compartmentalization
is how the sailors and submariners refer to this, where
damage to one portion of a ship is prevented from

Conclusion

threatening other portions by keeping water-tight
hatches secured. In our case, we weren’t worried about
water coming in, but rather air going out.

By 5:00 a.m., we started working the isolation/safe
haven procedures beginning at the forward-most part of
the ISS, carefully working our way aft toward the Soyuz
spacecraft. One of the last things we did before entering
our respective spacecraft and closing the hatches was to
configure the ISS communication system for emergency
mode, which would enable communication between the
ground and the two Soyuz spacecraft. By 6:00 a.m.,
Anton [Shkaplerov], Anatoly [lvanishin], and | were in

our Soyuz and Don [Pettit], Andre [Kuipers], and Oleg
[Kononenko] were in their Soyuz. We partially closed (to
soft dock) our Soyuz hatches and then all sat quietly

and waited for either a loud boom or [hopefully] the “all
clear” call from Houston. Thankfully, 6:38:33 a.m. passed
uneventfully and the ISS and its menacing interloper
passed each other at a comfortable 16.5 km (10.2 miles)
miss distance. We all floated out of our spacecraft,
reconfigured the ISS hatches and systems, and enjoyed
many more weeks of life and work aboard the ISS.

As the population of debris in

low-Earth orbit continues to worsen,

Despite a debris environment that
has become more hostile over the
decade and a half that ISS has been
in orbit, Mission Control, NASA
researchers, and JSpOC have
correspondingly improved tools

to protect the ISS and its crew.
They have crafted methods that
better track debris and characterize
the threat from an identified
conjunction with debris, and
developed operational responses

to help the ISS move into a safer
orbit, rapidly, and avoid maneuvers
unless absolutely required.
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these tools will continue to be
refined to keep the ISS a safe and
operationally useful laboratory.






Chapter 9

Hlectrical Power
System—The Power
Behind It Al



International Space Station solar arrays capture sunlight during STS-119/1SS-15A fly around.

“Following the light of the sun,
we left the Old World.”

- Christopher Columbus

Electrical power is the lifeblood

of the International Space Station
(ISS). Literally, it is the energy that
keeps the ISS running. The ISS uses
electrical power to operate the various
systems that ultimately allow crew
members residing on the space station
and scientists across the globe to
perform world-class research. In turn,
the Electrical Power System (EPS)
relies on those systems to provide
command and control, to cool EPS
devices, and to pinpoint the location
of the sun to harvest its energy.

Previous NASA human spacecraft
relied on consumables-based energy
systems. Fuel cells used hydrogen
and oxygen to produce power and,

as a side benefit, water. This worked
well for short-duration missions.

For the long-duration mission of the
ISS, resupplying these consumables
would be cost prohibitive and

would endanger the future of ISS
operations, should the resupply be
interrupted. Solar arrays and cells,
along with batteries, proved to be
viable power sources for satellites
and were used in the Russian human
space program—including the Mir
space station. However, the energy
demands of the ISS would require the
largest solar power system ever (to
date) to be designed, built on Earth,
assembled in orbit, and operationally
maintained for decades.

Many design decisions drove the
overall architecture and operations
of the EPS early in the development
of the ISS. Large design differences
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exist between the Russian Segment
(RS) and United States On-orbit
Segment (USOS), though they have
the capability to transfer power to
each other. Even the voltage at which
the EPS operates has large impacts
on hardware design and actions
necessary for crew and ISS safety.
Multiple independent power sources
provide redundancy for critical
systems and allow power to be
rerouted in the event of a failure.

The USOS EPS can be divided and
discussed in many ways, but it may
be easiest to compare it to how most
homes on Earth receive electrical
power. Similar to terrestrial power
plants, the Primary Power System,
operating at high voltage, is where
solar energy is converted to electrical
power and stored in batteries for use
during eclipse. A combination of



mechanical joints are used to rotate
the solar arrays and even entire

truss elements to keep the large
USOS solar arrays pointed at the
sun. Similar to how transformers on
utility poles near homes work, power
is then converted to lower voltage

in the Secondary Power System for
use by end-user devices, or “loads,”
such as computers and fans. A series
of cables and power distribution
units move power throughout the
EPS and ultimately to users, as with
high-tension power lines, buried
cables, and even wiring inside homes.
Finally, the EPS contains specific
loads that support overall operations
on board the ISS, including lights,
switches, and extension cords.

In summary, the ISS solar arrays
collect power during insolation,
when the ISS is not in the shadow
of the Earth. This power is supplied
to equipment throughout the ISS
and charges batteries for use during
eclipse, when the Earth shadows
the ISS from the sun. Power flows
through various distribution control
devices and switches to reach end-
user loads.

This chapter will discuss the
hardware and process of converting
sunlight into useable power and
safely distributing it throughout the
space station. Although many power
systems used on the ISS are similar
to those in terrestrial electrical
networks and homes, the need for
redundancy and the ability to be
operated from far away in Mission
Control require a number of critical
design choices. The massive solar
arrays on the ISS demand a great deal
of interaction by the flight control
team due to a number of constraints
on the solar array operations, many
of which were imposed after their
design, including when and how
other vehicles can dock.

Background:
Design Decisions

Distributed vs. Non-distributed
Electrical Power System

The first ISS modules were designed
with non-distributed EPSs. This means
each module has a self-contained
EPS that is able to generate, store,
and distribute electrical power. Each
module has its own solar arrays,
batteries, distribution network,
switches, etc. This structure was
essential for early space station
modules so that they could be
essentially turnkey after launch,

thus not requiring assembly or

crew tending on orbit. The Russian
Functional Cargo Block (FGB) and
Service Module (SM) are based on
designs used for the Mir space station,
where non-distributed EPSs worked
well. However, having each module
outfitted with its own EPS adds mass,
complexity, maintenance, and overall
cost. As the ISS grew, new modules
would potentially shadow the solar
arrays of other modules, thereby
causing loss of necessary power
generation. In fact, deployment of
the External Thermal Control System
(ETCS) radiators (see Chapter 11)

on the P1 and S1 truss segments
physically interfered with the FGB
solar array rotational envelope. This
required the FGB solar arrays to

be retracted, which greatly reduced
their power-generation capabilities.
The FGB then became dependent on
power transfer from the USOS.

The USOS EPS and later RS modules
were designed using a distributed
EPS. Power is generated and stored by
specifically designed power modules
and then distributed to the rest of

the ISS where it is needed. Having
dedicated power modules reduces the
mass required by having replicated
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power systems such as batteries and
converters for each module. However,
this warrants much larger solar arrays
and batteries to meet the power
demands of the ISS. These large solar
arrays were placed farther from other
modules, which allowed the arrays to
be positioned to see the sun and avoid
sunlight blockage from other modules.
The design trade was that it would
take multiple Space Shuttle missions
over the course of years until the
USOS Primary Power System would
be fully assembled. This meant full
capability and redundancy was not
available until well into ISS assembly,
which resulted in a limiting effect

on the amount of science conducted
on the ISS early in its lifetime.
Additionally, this caused many
changes in procedures and training for
ground controllers and crew. Almost
constant work was required to keep
the operations team in sync with the
current configuration.

Current, Voltage, and Mass

Going back to the beginning of the
earliest uses of electrical power,
arguments took place over the benefits
and detriments between alternating
current (AC) and direct current

(DC). In the 1880s, this became a
famous “battle” between Thomas
Edison (promoting DC) and George
Westinghouse, who held patents

to Nikola Tesla’s work with AC.
Terrestrially, AC won out due to

cost and efficiency, with the United
States using a 110 Volt AC system
and the European standard 220 Volt
AC. However, solar array and battery
system designs naturally generate

and store energy using DC. In fact,

28 Volt DC systems have become an
aerospace industry standard. However,
it can be difficult to efficiently change
the voltage in a DC system; and,

as will be discussed later, the ISS
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DC-to-DC Converter Units (DDCUs)
actually make use of AC to change
voltage levels. The ISS also uses
DC-to-AC inverters to provide US
standard 110 Volt AC power to user
loads in an effort to reduce cost and
make use of commercial off-the-shelf
(COTS) equipment.

As mentioned above, 28 Volt DC
systems have become an aerospace
standard, and this standard was used
for the RS EPS. However, low-voltage
DC systems require higher currents
and therefore larger, heavier cables to
meet user power demand. To reduce
mass, especially in a distributed power
system, the USOS was designed to use
higher voltages, which would require
lower currents and smaller cables. The
USOS uses an approximately 160 Volt
DC primary and an approximately

124 Volt DC secondary system.
Although this accomplished the

goal of allowing smaller cabling to
reduce mass, it also resulted in a few
design impacts. As a new standard,
user equipment had to be designed

to either use the higher voltage or
require additional support hardware

in the form of power converters and
inverters. Additionally, the higher
voltage poses safety risks to both

the hardware and the crew. Higher
voltage presents a greater chance of
electrical arcs, which could potentially
cause damage to connections that

are being mated (connected) or
demated (disconnected). One result

of this damage could be the release of
molten metal, which might penetrate

a spacesuit or cause physical harm to
the crew in microgravity. Additionally,
the higher voltage increases the
electrical shock risk to the crew
member when working with electrical
connections. Therefore, safety
requirements call for multiple levels of
inhibits (i.e., steps to prevent electrical
current flow, such as adding an open

switch) to prevent exposing the crew
and hardware to this high-voltage
potential during electrical connector
operations. Operationally, this requires
removing power at higher levels, or
“upstream,” in the EPS architecture
and therefore powering down multiple
pieces of equipment to replace one
device. To relate this to the average
home, it would be comparable to
requiring the resident to turn off the
room circuit breaker as well as the
light switch when replacing a light
bulb. Although this many levels
provide additional protection against
arcing and shock, it can add risk by
unpowering perfectly good devices
and removing redundancy.

Trip Coordination

Another overall design aspect of

the EPS is current trip coordination.
This is called a “safing function”
because it places the hardware in

a safe (unpowered) configuration
while also trying to preserve as much
functionality when faced with a
malfunctioning piece of equipment.
Electrical current sensors throughout
the EPS monitor and report the
amount of current flowing between
electrical devices. When one of
these sensors detects a higher-than-
expected current, automated actions
called “trips” are taken to open
switches or deactivate equipment

to remove the potentially hazardous
situation. Usually, the higher current
is caused by an electrical short (e.g.,
electrical wires crossed or touching)
in the hardware and could lead to

an electrical fire if left uncorrected.
This is identical to a fuse or circuit
breaker in a house activating and
removing power when too many
devices are connected to one electrical
socket or when one device has
become damaged. Trips need to be
fast—on the order of microseconds
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or milliseconds—to protect hardware
and cabling from damage. If a lower-
level device did not trip fast enough,
the higher current draw would be

seen by higher-level devices. If the
high-level device trips, power would
be removed from more equipment
than necessary. Therefore, the trip
times are fastest at the lowest levels
and lengthen higher in the EPS
architecture. However, some devices
on the ISS (e.g., motors on larger
pumps) have startup transients that
require additional current for short
durations. This additional current
may be enough to trigger the EPS trip
functions. Some EPS devices were
designed to “current limit” prior to
tripping to handle these situations,
where necessary. Current limiting is

a function where an EPS device can
actually adjust both output voltage and
current so that, on average, the level
is safe in an attempt to manage total
output power. Limiting the current
prevents upstream EPS devices from
seeing higher current draws, thus
preventing trips, while allowing a
short time for device startup transients.
Usually, the current is limited for only
hundredths of seconds. If the transient
has not ended in that time, the trip
function will remove power from
“downstream” load(s).

Remote Control

A design goal of the ISS was to make
as many systems as possible remote
controllable. Although this created the
need for a robust Command and Data
Handling system (see Chapter 5),

it allowed for mass savings (i.e.,

less physical switches) and overall
control from the ground for times
when the crew was not available.

In turn, this allowed the crew to
focus on scientific research instead
of day-to-day ISS operations. Most
USOS EPS devices have firmware



controllers (small computers) that
interface with the Command and Data
Handling system to provide data and
receive commands. These firmware
controllers monitor current, voltage,
and temperature sensors to provide
insight into the health and function
of the EPS. They also respond to
commands from ground controllers,
crew members, or automated software
functions on board. These commands
can open or close switches, turn
automated functions on or off, or
change the modes or set points

that manage EPS operations. One
downside is that the system had an
increased dependence on computers
to safe hardware. This is especially
evident when certain computers
control their own power switches. If
one of those computers malfunctions,
it may be necessary to go farther
upstream in the EPS to remove
power from the faulty computer, thus
impacting other user loads. In fact,

a significant part of a module may
need to be powered down to change
out the faulty computer. Although
remote-control capabilities have
proven beneficial for freeing up crew
time and potentially saving the ISS

if a crew is not available to respond
to off-nominal situations, having
practically no manual overrides in the
EPS also has its detriments.

System Overview

Power Channels

The USOS EPS is divided into eight
power channels: 1A, 1B, 2A, 2B, 3A,
3B, 4A, and 4B. A power channel
contains the equipment necessary

to generate, store, and distribute
power as an independent source. It
also contains support equipment for
command and control, cooling, and

1B 3A

Assembly Complete US EPS
8 power channels (1A, 1B, 2A, 2B, 3A, 3B, 4A, 4B)
4 photovoltaic modules (86, S4, P4, P6)

Figure 1. ISS PVMs and power channels.

solar array pointing to keep the power
channel functioning. The primary
power equipment responsible for
generating and storing electrical
power is located on four Photo-
Voltaic Modules (PVMs): the P4,

P6, S4, and S6 truss segments. Each
PVM supports two power channels.
Hardware for channels 1 and 3

is located on the starboard truss;
hardware for channels 2 and 4 is
located on the port truss. The two fully
independent and redundant power
channels are labeled A and B. Channel
A runs on S4 and P4, whereas B is
connected to S6 and P6 (Figure 1).

A subset of power channels—1A,

1B, and 2B—are considered to be the
core power channels. These channels
provide power to some of the most
important space station systems
hardware such as critical avionics
(e.g., computers and communications
equipment), life support systems, and
external and internal Thermal Control
Systems. These core channels and the
concept of electrical power domains
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Power Channel Naming Convention
Odd numbers ars starboard, even numbers are port
A panels are inboard, B pansls are outboard

greatly impact how redundancy of
critical systems was designed and is
maintained on the ISS. Operationally,
it is important to note that these
critical systems are unevenly
distributed across these core channels.
Channel 1A supports ETCS Loop A,
while channel 1B powers one string
of critical avionics. However, channel
2B alone supports ETCS Loop B and
one string of critical avionics. Due

to this uneven distribution, loading
on channel 2B is higher than the
other core channels and takes more
planning to keep it within energy
balance when the ISS is in a power-
constrained configuration, such as one
that occurs during vehicle dockings
(e.g., requiring a solar array to be in a
fixed position).

Domains and Redundancy

Even with the best designs, ISS
hardware and systems can wear
out and fail. Critical systems have
backups and sometimes multiple
backups to keep the space station



safe and functioning, should such an
event occur. Generically, the concept
of providing backup capabilities is
called “redundancy.” Redundancy can
be implemented by having multiple
systems that perform the same
function, such as multiple radios or
computers. For less-critical functions,
redundancy might mean having one
system that can be powered from
different sources.

When designing the overall
redundancy of the ISS, engineers
defined the USOS EPS as separated
into two domains: the 1/4 domain
and the 2/3 domain. The 1/4 domain
is made up of power channels 1A,
1B, 4A, and 4B; the 2/3 domain
consists of power channels 2A,

2B, 3A, and 3B. As noted above,
critical ISS systems are split
between channels 1A and 1B on
the 1/4 domain and channel 2B

on the 2/3 domain. However, not
only are critical loads split between
these domains, so are auxiliary and
payload equipment. Two physical
features define the power domains:
cooling of associated EPS devices
by different ETCS loops, and the
placement of associated core power
channels on opposite sides of the
ISS (i.e., port and starboard). The
ETCS Loop A, while powered by
the 1/4 domain, provides cooling for
critical 1/4 domain EPS hardware.
Similarly, the ETCS Loop B, while
powered by the 2/3 domain, provides
cooling for critical 2/3 domain EPS
hardware. Placing the core power
channels on opposite sides of the
ISS eliminates reliance of those
channels on the same Solar Alpha
Rotary Joint (SARJ) for solar
pointing. Failure of a SARJ would
greatly degrade the capability to
orient half of the power channels
for solar pointing, but would only

affect the core channels of one power
domain. However, redundancy was
built into the SARJs themselves,

and they can be controlled by either
domain (see below).

Overall, redundancy of ISS systems
is provided by identical redundant
equipment (i.e., a prime and a
backup) that are separately powered
by one of the two power domains.
However, some device power
supplies were designed to have
multiple inputs, meaning the same
piece of hardware can be powered by
the two different domains so that if
one should fail, operation would not
be interrupted. Dual power feeds are
more common to payload equipment
where power redundancy supports
mission success for that unique
payload hardware, versus separate
fully redundant critical systems
equipment required for ISS safety.

Off-nominal—Power Channel
Cross-ties

Failure of a power channel can have
wide-ranging impacts to both the

ISS systems and the payloads. The
USOS power system was designed

to be able to electrically connect

the primary power outputs of the
channels, called “cross-tying,” to
provide some flexibility in the face of
a power channel loss. The channels
can be tied together in a specific order
using the Main Bus Switching Units
(MBSUs), which will be discussed in
more detail.

Originally, the capability required that
a power channel output be removed
before another channel could be tied
to additional downstream loads to
prevent the two power channels from
trying to power the same bus, which
could potentially cause instability

and additional failures. This would
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require the deactivation of all loads
associated with the channel being
shut down. Known as a “cold cross-
tie,” this capability works well

when a channel shutdown/loss is
unavoidable or unexpected. However,
if a power channel was planned to be
shut down, it would be beneficial to
allow downstream loads to remain
powered and seamlessly move them
to a good power channel.

The operations and engineering
teams developed a process of using
software and hardware already on
board to perform a seamless power
channel handover or “hot cross-

tie.” Depending on overall power
demands, some loads on either
channel may still need to be powered
down to prevent overloading the good
channel. The voltage set points of the
suspect channel would be lowered
within the Primary Power System
control range by using software and
firmware commands. The MBSU
cross-tie function would then be used
to electrically connect the suspect
channel to a good channel—one
operating at the nominal Primary
Power System voltage—without

the loss of all downstream loads. In
other words, the solar array output of
the suspect channel would be taken
off-line and its batteries would be
configured to discharge at a lower
voltage than the batteries of the

good channel. Therefore, when the
suspect channel sees the nominal
voltage level, its batteries will start
charging, and the good channel will
supply power to the downstream
loads. The Primary Power System
portion of the suspect channel can
then be gracefully deactivated or
configured to a dormant/keep-

alive configuration until required
maintenance is completed.



Contingency—Jumpers

Whereas cross-tie functionality
provides for the loss of a power
channel, certain failures in the
Secondary Power System or Thermal
Control System would still remove
power from critical ISS systems. As
the ISS was assembled, the operations
and engineering teams devised the use
of physical connectors and cables to
“jumper” around these failures, kind
of like an electrical detour. Sometimes
these jumpers make use of electrical
connections that were originally
intended for temporary use during
ISS assembly (see Introduction). For
example, the Lab-Truss Contingency
Jumper provides secondary power
from a DDCU inside the US
Laboratory module to critical loads
on the P1 or S1 truss segments.

This capability originally existed to
provide power to truss loads prior to
the permanent ETCS activation, and
can now be used if an ETCS loop
fails. Other jumpers reroute power
between DDCUs, potentially stealing
power from payloads for critical
systems (e.g., sacrificing science to
maintain life support).

Specific jumper cables and
procedures have been designed for
multiple failure scenarios. However,
not all scenarios can be covered.

The potential for a failure to cause

the loss of a particular device that is
needed for safety or mission success
still exists. In these cases, the crew
could use spare electrical wiring and
a pin kit to build a new connection
(see Chapter 16). A solution cannot be
guaranteed, but the operations support
officers and the engineering teams
have often proven their ingenuity

and creativity in the use of pin kits

in the face of unexpected failures.
The downside to any jumper is that

the crew must take physical action to
install it. This can pull the crew away
from scientific research, create the
need to wake the crew in the middle
of the night, or, worst case, cause

an extended duration of equipment
loss if the crew is unavailable to
install a jumper. When an external
cooling pump failed in 2010 and
again in 2013 (see Chapter 20),
jumpers were used to provide power
to redundant systems until a
spacewalk could be performed.

Contingency—~Planning, Energy
Balance, and Load Sheds

The solar array of each power channel
can produce approximately 30
kilowatts (kW) of power—or about
three times the average household
power consumption in the United
States. However, once Primary
Power System battery charging,
housekeeping power (i.e., the power
needed to operate the EPS devices
themselves), and inefficiencies

(i.e., energy lost, often in the form
of heat, due to resistance in cables
and during voltage conversions) are
accounted for, each power channel
can nominally supply about 12 kW of
power to downstream loads. Higher
loads, up to approximately 15 kW,
can be supported for short durations
at the risk of having an additional
single-point failure cause an entire
channel to trip off. Many factors

can lower the power generated by a
channel. The inability of solar arrays
to track the sun, the ISS in an off-
nominal attitude, or Primary Power
System failures or maintenance can
all lower the power available from a
power channel.

Power planning is one of the most
work-intensive, ongoing operations
for the Station Power, Articulation,

Thermal, and Analysis (SPARTAN)
flight controllers. Power planning
includes determining the power
availability and the load demand

of each channel. Power availability
is mainly driven by the solar

array configurations and external
environmental forces. During
normal operations, the ISS solar
array rotary joints are configured to
track the sun as the vehicle moves
along its orbit, thus maximizing

the solar energy gathered for

power production. However, due

to multiple constraints, dynamic
operations such as visiting vehicle
arrival or departure and spacewalks
may require the solar arrays to be
fixed in specific positions called
solar array “feathering.” Typically,
at least one solar array feathering
event happens weekly. When the
solar arrays are not actively tracking
the sun, power production can be
greatly reduced to the point of not
providing enough power to meet
minimum power channel loads. Also,
the natural occurrence of changing
solar beta angle (see Chapter 7)
affects the total power generation
on the ISS. Low beta angles cause
longer eclipse periods (i.e., where
the arrays do not receive sunlight),
which drove the design of the
Primary Power System batteries.
Eclipse periods are shorter at high
beta angles; at their maximum value,
the ISS is in continuous daylight for
multiple days in a row. Although
more sunlight might result in more
power, it also impacts operations
(e.g., the equipment can get too
warm). If the Primary Power System
batteries are not discharged, they
can overcharge, thereby causing
damage to the batteries. Or, they
can develop a memory, meaning the
full depth of discharge (i.e., time
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that a rechargeable battery can last
on a single discharge) would not be
available. Ground controllers must
actively manage battery states of
charge during high beta operations
by reducing the current used to
charge batteries and occasionally
deactivating batteries to prevent
them from overcharging. As a result,
some of the power that is generated
is wasted and cannot be used by the
EPS. Annually, batteries must be
reconditioned by taking each battery
off-line and completely discharging
it to remove any memory buildup
and allowing the state of charge
(SOC) software calculations to be
updated. Additionally, the high
inclination of the sun with respect to
the orbit of the ISS can cause parts
of the ISS structure to cast shadows
across the arrays. This can reduce
power-generation capability, cause
changes in nominal heater control
cycles (i.e., some items getting
warmer or colder than normal), and
potentially cause thermal stresses on
hardware (see Longeron Shadowing,
discussed below). ISS Program
management has Groundrules

and Constraints (see Chapter 1)

that limit scheduling of dynamic
events at high beta, due to these
environmental effects of high beta
and the solar array constraints often
associated with dynamic operations.
For example, visiting vehicles are
generally not allowed to dock at
these times of the year.

The SPARTAN team develops a
weekly solar array plan that takes
into consideration any solar array
positioning requirements and
determines a time-phased power
availability for each power channel.
This availability is then adjusted

for any Primary Power System
maintenance that is planned, such

as battery reconditioning. At the
same time, the SPARTAN team
gathers inputs from control centers
around the globe to develop a usage
profile that includes the standard
systems power requirement (i.e., the
overhead to keep the ISS operating),
dynamic events loading, and payload
requirements. The power availability
is then compared to the load profile
to determine whether the power
system will be balanced. The strictest
definition of energy balance would
have the Primary Power System
batteries discharge and recharge
match on each orbit.

From a planning perspective,

the operations team plans for the
batteries to fully recharge each

orbit and is limited to a maximum
discharge down to 65% SOC to
prevent excessive wear on the battery
hardware and maintain contingency
reserve power in case of a failure
preventing a battery from recharging.
Furthermore, this protects the
vehicle from significant failures. For
example, if a system failure that will
take a few hours to fix occurs when
the batteries only have 30% to 40%
SOC, there is a higher chance the
system will lose all power before a
recovery. If the power availability

is greater than or equal to the load
profile, the system is considered to
be in positive energy balance (i.e.
generating more electricity than is
being used). If the power availability
is less than the load profile, the
system is in negative energy
balance. Positive energy balance
will allow the batteries to recharge
to the same point they started on

the previous orbit—hopefully fully
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charged. Negative energy balance
will prevent the batteries from fully
charging each orbit and will cause
the batteries to discharge further
each orbit until they deplete their
usable energy. Negative energy
balance on the ISS is often caused
by dynamic events that create the
need for solar array feathering, thus
reducing the power availability. If,
during weekly planning, the initial
comparison of power availability to
the load profile shows the ISS will
be in negative energy balance, the
operations team will work through
multiple options to correct the
situation. Usually, the team will
develop a manual powerdown plan.
Through this plan, ground controllers
will deactivate noncritical equipment
for the duration of the energy-
negative timeframe, usually on the
order of 2 to 8 hours. If a suitable
powerdown cannot be found, it may
be necessary to postpone an activity
(e.g., dynamic event, payload,

etc.) until power is available to
support it. It may possible for the
ISS to continue in negative energy
balance during rare, high-priority,
short-duration events. This would
potentially cause additional wear
of battery hardware and eat into the
power available for contingencies.
These cases are weighed against
the risks of replanning the high-
priority event (e.g., delaying the
docking or spacewalk). All these
operations are carefully defined in
the flight rules, which detail under
what conditions the batteries can be
discharged below the nominal limits.
The flight director will weigh these
considerations when determining
what level will be tolerated.



The System

SAW Array
Strings  SSU
Blanket BGA
I m
W
Blanket
ECU
Another
T Another
— — MBSU
Acronyms: BATT (BATT] [BCDU f— Power
BATT °  Battery 3E Channel
BCDU Battery Charge/Discharge Unit
BGA Beta Gimbal Assembly
DCSU Direct Current Switching Unit BATT) (BATT) [BCDU | MBSU |
DDCU DC to DC Converter Unit 3€ I I
ECU Electronics Control Unit —o o— —o o—
MBSU Main Bus Switching Unit
PWR BUS Power Bus <—
RPCM Remote Power Controller Module
SAW Solar Array Wing
SARJ Solar Alpha Rotary Joint RPCM | RPCM DD CHTIs To
SSuU Sequential Shunt Unit | [ ﬂA th
[CHT] American to Russian Converter Unit = I = &%Sar
[ PWR BUS [PWR BUS
]| [ {
Users Users
PWR BUS PWR BUS
RPCM[...| RPCM RPCM[...| RPCM
—- "l =1 ——

Users

EEEEEE

Users Users Users

Figure 2. Diagram of an ISS power channel. Power is generated in the SAW and then passed through the SSU in the BGA to the DCSU or back to the arrays
if too much electricity is being generated. The DCSU sends the power either to the batteries for storage or to downstream loads. From the DCSU, the power
passes through the SARJ to the MBSUs. Electricity from the MBSUs can then be fed to other MBSUs, DDCUSs, or Remote Power Controllers.

Primary Power System

As mentioned above, the Primary
Power System (Figure 2) is the
portion of the EPS that operates

at a high voltage and includes the
hardware needed to generate power
during insolation, store and provide
power for eclipse, and distribute
power to the Secondary Power
System. Most Primary Power System
hardware is located on the PVMs
associated with each power channel.
The Primary Power System operating
voltage range is 155 =22 Volts DC

to provide flexibility and account for
hardware degradation as the system
ages. Usually, the solar arrays provide
160 Volts DC during insolation,
whereas the batteries provide 151
Volts DC during eclipse.

Solar Arrays

Each USOS power channel has

one Solar Array Wing (SAW) that
contains the equipment necessary
to deploy or retract the array,
structurally support the array on
orbit, and collect solar energy. Each

SAW has two solar array blankets
that contain 16,400 solar cells
(32,800 cells per SAW). The cells
are grouped together into strings
that are combined to produce the
voltage and current necessary for
power channel operations. Each
blanket also contains diodes between
each string so that each string can
be bypassed in the event the string
is damaged or unable to produce
power. A collapsible mast made up
of longerons, battens, and cables
is positioned between each blanket
(Figures 3 and 4).
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Figure 3. Partially deployed solar array showing two bays extended (See also Figure 4).

Figure 5. Deployment of ISS solar arrays,
showing the beginning of deployment with a
couple of bays deployed (top), partially deployed
with 16 bays (middle) and fully extended with all
32 bays extended (bottom).

assembly sequence when it was
necessary to move the P6 truss
segment from its temporary location
on top of the Z1 truss. The P6 SAWs
were then redeployed during the
STS-120/ISS-10A mission. The team
experienced a lot of difficulties in
getting the solar array blankets to
retract and fold neatly into their boxes.
Although this proved ultimately

Figure 4. Solar array mast components. The longerons are collapsed when in the mast canister and
then lock into place after extension.

When retracted, each blanket folds SAW taut. Each SAW was deployed . .
. ; . . successful with the assistance of
into a box that is 51 cm (20 in.) during the ISS assembly Space . .
. . . . extravehicular activity (EVA) crew
tall. The mast is collapsed into a Shuttle mission that delivered the
members, one of the channel 4B solar

canister that is 2 m (6.6 ft) tall. When  associated PVM (Figure 5).
deployed, each SAW is 35 m (115 ft)
long. A series of cables and a motor

are used to deploy, retract, and hold a

array blankets was damaged during
The P6 SAWs, channels 2B and the redeploy and required contingency
4B, were retracted during the ISS EVA repair using unplanned/built-
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on-the-fly materials (see Chapter 18).
Due to these difficulties, no further
plans have been made to retract the
USOS solar arrays. However, some
EPS maintenance requirements

(i.e., Sequential Shunt Unit [SSU]
replacement) originally called for
solar array retraction to safe electrical
connections. With no way to “turn
off”” the sun, and with the retraction
option essentially off the table, the
operations community had to develop
plans to perform these maintenance
tasks with time-critical steps during
limited eclipse periods. This is another
example of the designer’s intentions
being changed through the lessons
learned by operating the ISS.

Sequential Shunt Units

The SSU is the primary power
regulation device that controls SAW
output. The SSU maintains its Primary
Power System voltage set point
(typically 160 Volts DC) by balancing
the system demand with the number
of connected array strings. Each array
string can be individually connected
or disconnected from the primary
power bus. Array strings that are
disconnected from the power system
are shunted (shorted or rerouted back
to the array). The output from the SSU
is therefore the sum of all connected
strings at any given time. The SSU
also contains multiple safing functions
that cause it to automatically shunt

all array current, including output
overvoltage (indicating that the SSU is
not functioning correctly) and output
undervoltage (indicating a possible
electrical short downstream).

Batteries

The actual storage devices of the
Primary Power System batteries are
nickel hydrogen battery assemblies—
three per power channel. In early

2017, the team began replacing

the nickel-hydrogen batteries with
lithium-ion batteries. The new
batteries provide more energy storage
in a smaller box, with one lithium-ion
battery replacing two nickel-hydrogen
batteries. The batteries store power
throughout the entire orbit. Array
power is used to charge the batteries
during insolation. A portion of the
stored battery energy is discharged
to supply the ISS loads during
eclipse. Energy from the batteries
may also be used to supplement

the power-generation function
during insolation. For example,

if the load on a power channel is
temporarily higher than the solar
array can supply due to overloading,
shadows cast by other space station
structure, solar arrays purposely

not tracking the sun, or a failure,
then the batteries will discharge in
parallel with the solar array output
to maintain sufficient power to
downstream loads. If all batteries
are fully operational on a channel
(i.e., not undergoing maintenance),
the USOS EPS is designed to only
discharge down to 65% SOC to
supply the nominal ISS power needs
during the period of orbital eclipse
and can then be fully charged during
a single period of insolation. The
additional battery capacity would

be used to support loads if solar
array input power were to be lost.

Battery Charge/Discharge Units

The Battery Charge/Discharge Units
(BCDUs) control the charging and
discharging of the power channel
batteries. During insolation periods,
the BCDUs will charge, and then
maintain the batteries at their
maximum SOC. The discharge unit
converter is a bidirectional power
converter that can regulate the current

SYSTEMS: ELECTRICAL POWER SYSTEM—THE POWER BEHIND IT ALL CHAPTER 9 m

level for charging the battery and
regulate the voltage level produced
when discharging the batteries.
Typically, the BCDUs are set to
regulate the output voltage level

to 151 Volts DC. When the SSU is
producing power (set point of 160
Volts DC), the BCDU will sense the
output voltage above its set point
and operate in a battery-charging or
maintenance mode. When the SSU
output voltage drops, the discharge
unit will begin to reduce the battery-
charging current; when the voltage
drops below the BCDU set point,
the BCDU will begin discharging
the batteries to maintain power to
downstream loads. This transition
is automatic and happens without
crew or ground interaction. BCDUs
also provide backup power to the
Primary Power System components
of the other power channel on the
same PVM. This power enables
only command and control of these
components, and cannot be used to
supply power to the downstream
loads of that channel.

Secondary Power System

Direct-Current-to-Direct-Current
Converter Units

The DDCUs are the interface
between the Primary Power System
and the Secondary Power System.
They convert the primary power
range of 155 £ 22 Volts DC to

the tightly regulated secondary
voltage level of 124 + 1.5 Volts
DC. Numerous converter units are
distributed throughout the USOS.
In general, units are located in close
proximity to the loads they power
due to their operating at a lower
voltage and higher current, which
in turn requires larger cabling after



conversion. The three types of
DDCU s include: external, located on
the truss segments; internal, located
inside pressurized modules; and heat
pipe units, located on the Z1 truss.
Although multiple differences exist,
the main distinguishing feature of
these converter units are how they are
cooled. External DDCUSs (cooled by
the ETCS loops) and internal DDCUs
(cooled by the Internal Thermal
Control System) (see Chapter 11) are
each designed to output 6.25 kW of
power. Heat pipe DDCUS are rated to
output only 3 kW of power due to the
limited cooling provided by the heat
pipes (i.e., small radiators that rely on
the release of heat during the phase
change of liquid ammonia to gas
instead of active pumps).

External and heat pipe DDCUs
share the same external housing
(i.e., thermal insulation and
micrometeoroid shielding), which

is not required for the internal units.
The DDCUs operate on a demand-
feed basis, meaning they will try

to feed any amount of downstream
loads, up to their maximum output
trip limits. As the current draw
increases (i.e., more loads), the
voltage on the output decreases. The
converter unit senses this drop and
increases its power output to maintain
the set point. Similarly, as loads are
turned off, the current decreases,
thereby increasing the voltage. The
DDCU will sense this increase and
respond to by decreasing its output.
Two DDCU s are configured in a
parallel configuration in several
locations. In this configuration, each
one receives primary power from a
different power channel; however, the
outputs of the two units are merged
together to allow up to 12.5 kW to
feed downstream loads. As long as

the load is not greater than 6.25 kW
on a single DDCU, these DDCUs
can be configured to balance loads
between the two input channels. If
one of the parallel convert units were
to fail, the other could still support
up to 6.25 kW of downstream loads.
The DDCUs have multiple safing
functions that will automatically
deactivate the unit if off-nominal
input/output currents, voltages, or
temperatures are detected by on-
board computers.

Power Distribution

Once power has been generated and
stored, it needs to be routed to the
DDCUs to be converted to secondary
power levels. Then it should be
further routed to downstream

loads, where the crew and ground
controllers can activate and deactivate
individual loads. The power
distribution devices handle all of this.
Additionally, the power distribution
devices provide a large part of the
trip coordination safing function that
was discussed earlier. This function is
performed primarily by Remote Bus
Isolators (RBIs) and Remote Power
Controllers (RPCs).

Remote Bus Isolators

RBIs are bidirectional,
electromechanical relays that provide
electrical paths between electrical
buses—i.e., bundles of wires. This
bidirectional capability means
power can flow either way, allowing
different power sources such as

the solar arrays, batteries, or other
power channels to reach downstream
loads. RBIs can be remotely opened
or closed via command and have
overcurrent safing trips for current
flowing in either direction. The
specific limits on the current are part
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of trip coordination and will vary
depending on the location of the RBIs
in the EPS architecture.

Remote Power Controllers

RPCs are solid-state power switches.
They allow power to be transmitted
one way to the downstream loads.
RPCs of various output current
ratings can be found across the

ISS and are used to provide power
directly to user loads. These are

the most common switches used by
the crew and ground controllers to
activate or deactivate loads. RPCs
are, in effect, circuit breakers—
similar to those in most households—
that can be remotely commanded
open and closed.

Direct Current Switch Units

The Direct Current Switch Unit
(DCSU) is the electrical distribution
box for a primary power channel.

It routes power between the solar
arrays’ SSU input, BCDUSs’ batteries,
and to downstream MBSUs or
DDCUs. It also provides fault
protection between each of these
devices. See Figure 6.

DCSUs are primarily an electrical
bus with six RBI connections, seen
in Figure 6. RBI 1 is the input power
from the solar arrays or the SSU.
RBIs 2, 3, and 4 are the feeds for
charging or discharging the batteries,
whereas RBIs 5 and 6 provide power
to downstream loads.

The DCSU power supply has three
possible inputs. A BCDU located on
the opposite power channel of the
same truss segment provides backup
power. It can also receive power
from the solar array and batteries of
the channel, or by backfeeding power
from another channel.
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BCDU - Battery Charge/Discharge Unit

BGA - Beta Gimbal Assembly

DDCU - Direct-Current-to-Direct-Current Conversion Unit
MBSU - Main Bus Switching Unit

RBI — Remote Bus Isolator

SSU - Sequential Shunt Unit

Figure 6. DCSU distribution. Electricity comes in from the SSU through the BGA and, depending on the

configuration of the RBI, is passed to BCDUs and downstream loads.
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Figure 7. Example MBSU #1 distribution showing how power can flow using the RBIs to feed

different DCSUs.

Main Bus Switching Units

The MBSUs are used to distribute
primary power from the power
channels to downstream DDCUs
and other loads. They also provide

the capability to cross-tie primary
power channels to feed those
DDCU loads in the event of a
power channel failure or to restart
a power channel. The SO truss
segment contains four MBSUs,
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each of which has input from
two primary power channels and
outputs to several DDCUs or
USOS to RS power converters.
See Figure 7.

The MBSUs provide a great deal

of flexibility and redundancy in the
electrical system by allowing
various power sources to be
connected, or tied, to other channels.
Each MBSU contains two electrical
buses and 14 RBIs. RBIs 1 and 8

are nominally the input power from
primary power channels; however,
they can be used to backfeed power
to a primary power channel, if
needed, following a power channel
failure. Other RBIs (2 through 5

and 10 through 13) are outputs to
downstream loads. The ability to
cross-tie the inputs to different buses
is accomplished by closing RBIs that
connect those power channel buses.
The two buses internal to the MBSU
can be cross-tied by closing RBI 9.
Since RBIs 7 and 14 are connected
to adjacent MBSUs, they can be
cross-tied to other power channels.
Although it would be technically
possible to tie all downstream

loads to one power channel, the
channel would not have the power
availability to actually power all of
those loads. Similar to the DCSU
power supply, the MBSU power
supply has three possible inputs,
which provides for a great deal of
operational flexibility. Power can be
provided upstream of RBIs 1 and 8§,
allowing either input power channel
to supply an MBSU. Another MBSU
can provide backup control power
via RBI 6 to allow cross-tying as
necessary if power was lost from
both power channel inputs.
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Power Buses

Power buses provide the physical
mounting structure for Remote Power
Control Modules (RPCMs) and
provide access to command and data
interfaces, power input and output
connections, and cooling. They do
not have any active components

(i.e., no moving switches or gears)
and only provide structural, thermal,
power, and data support for RPCMs.
The number of RPCMs in each
power bus varies depending on
power requirements in that particular
location of the vehicle. Power buses
were not designed to be replaceable
and can be found both internally and
externally on the ISS.

Remote Power Control Modules

The RPCMs are the interface
between the EPS and all non-EPS
equipment on board the ISS. Because
RPCMs are the most numerous

EPS devices on the ISS, and due to
their direct interface to downstream
loads, the crew and ground have

the most interaction with these

items. The distribution of secondary
power to downstream loads can be
controlled by opening and closing
RPCs within the RPCMs. Protection
of the EPS against downstream
faults is accomplished by opening
RPCs when too much current draw
is detected. The RPCMs come in six
different configurations, each with

a different number of RPCs with
different current ratings and current-
limiting capabilities. The type of
RPCM used in any particular location
depends upon the downstream load
requirements. All RPCMs have the
same housing and the same standard
interface connectors, and can be
located either externally or internally
to the ISS.
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Figure 8. US Segment solar array angle rotation showing the rotation of the SARJ and the Beta Gimbal
Assembly (BGA), as indicated. The BGAs allow the arrays to compensate for the 3 angle (see Chapter

7, Figure 7), which changes slowly over the year. The SARJ nominally rotates 360° as the space station
rotates around the Earth to always keep the solar cells facing the sun. This angle is called the “a”
(alpha) angle.

outboard end of the P3 and S3 truss
segments, respectively, and provide
360° continuous rotational capability
to the segments outboard of P3

and S3. The rotary joints normally
complete one 360° revolution

during each 90-minute orbit of the
ISS around the Earth. Essentially,

the SARIJs are large gears rings

with supporting bearings and drive
motors. Each SARJ features two
redundant control strings, one
powered from each power domain.
Each string consists of firmware
controllers that include sensors to
monitor the position and rotational
speed of the SARJ, along with drive/
lock assemblies that house the motor,
gear teeth, and locking racks used for
positioning. See Figure 9.

Pointing Systems

To maximize the power generated by
the solar arrays, the USOS EPS was
designed with multiple articulating
joints to allow the solar arrays to be
rotated to point at and track the sun as
the ISS orbits the Earth. Two separate
kinds of rotary joints are used to
position USOS solar arrays (Figure 8),
due to the changing alpha and beta
angles and the potential need to
change ISS attitudes (see Chapter 7).

Solar Alpha Rotary Joints

The SARIJs rotate the PVMs—entire
truss segments—to provide alpha
angle array pointing capability (i.e.,
when the ISS is in the nominal
+XVYV attitude). The port and
starboard SARIJs are located at the
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Outboard
Ring

Figure 9. Photo of a SARJ. The SARJ consists of two rings, with a utility transfer assembly (UTA) on

the axel and two drive/lock assemblies (not shown). The rings consist of teeth (see Chapter 18) that
move like a bike chain on the gear sprocket. The drive/lock assembly is used to either turn the gear

teeth or lock the ring in position. The UTA allows commands and telemetry as well as electricity to pass

back and forth using a roller ball assembly, shown in Figure 10.
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Figure 10. Example roll ring. The gold stationary plate stays fixed while the outer section rotates.

Part of a cable (black) is shown in one of the passthroughs on the inner stationary ring (the rotating ring

connector is empty in this photo). Power or data is conducted through the metal flexures between the
stationary and rotating rings to transfer electricity or data.
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A utility transfer assembly (UTA) is
located at the center of each SARJ
and provides the path for power and
data transfer. The UTA has a roll ring
structure, which consists of multiple
stationary metal plates surrounded by
rotating metal rings. Flexible metal
rollers, called “flexures,” between
each plate and ring maintain a
continuous conducting path to pass
electrical power or computer signals
between the stationary plate and
rotating ring. One plate-roller-ring
set is required for each power or data
connection that must pass through the
rotating joint. These roll rings allow
for 360° continuous rotation with
seamless power and data conduction.
See Figure 10.

Beta Gimbal Assemblies

The BGAs rotate individual SAWs

to provide beta angle array pointing
capability (i.e., when the ISS is in the
nominal +XVV attitude). Normally,
each BGA will rotate approximately
+4° a day to compensate for the
changing solar beta angle as the Earth
orbits the sun. The BGAs provide the
structural load path connecting the
SAWs to the ISS truss structure while
providing 360° rotational capabilities.
They include roll rings for data

and power transmission (similar to
the SARJ UTA), a motor for SAW
positioning, and two redundant
anti-rotation latches for locking the
BGA in specific positions. Software
operates the BGA using multiple
“modes.” The autotrack mode—the
nominal mode—uses data from the
Guidance, Navigation, and Control
MDM on the relative positions of

the ISS and the sun to calculate the
angle that the BGAs should be moved
to track the sun. The rate mode uses



a commandable (i.e., set by the
SPARTAN flight controller) velocity
to rotate the array at a constant rate
irrespective of the relative motion
of the sun. Rate mode does not
automatically track the sun, therefore
reducing power generation. It is only
used in special circumstances, such
as verifying the rotational capability
of the BGA or obtaining imagery of
all sides of the SAW. The directed
position mode uses a commandable
position to fix the BGA at a specific
angle. Once in position, a motor

will hold the BGA at the command
position by attempting to correct

for any external forces (i.e., thruster
plume impingement). In cases where
visiting vehicles are docking, it is
desirable to park the BGAs at a
fixed position to minimize plume
impingement but at the expense

of generating power. However, in
safety-critical situations (i.e., an
EVA crew member working near

the arrays), one of the anti-rotation
latches can be used to mechanically
inhibit BGA rotation. In manual free
mode, the motor is disabled, thereby
allowing free rotation of the gimbal
assembly. This mode might be used
following a BGA failure by allowing
an EVA crew member to manually
position the SAW for better power
generation for repair.

Solar Array Constraints

The USOS solar arrays can be
rotated into any position required

to point at the sun—barring any
shadowing from other hardware—
through the combined use of the
SARIJs and BGAs. After the ISS
was completely designed, many
constraints were applied to solar
array positioning to protect the solar
array hardware from damage.

Thruster Plume Impingement—
Structural Loads and Array Erosion

Thrusters that control attitude on

the ISS and visiting vehicles work
by combusting fuel and oxidizer.
The combustion products exit the
thruster nozzle at a high speed, thus
imparting a force on the vehicle in
the opposite direction. The departing
combustion products are known as

a thruster plume. Thruster plume
impacts, or impingement, on the
USOS solar arrays, can have two
effects—both negative. First, the
thruster plume can impart a force on
the solar array structure and cause
bending and/or torsional loads. If
these loads are too high, the solar
array structure can be damaged.
Second, if combustion products come
in contact with solar cells, they can
chemically or abrasively degrade the
cells. This degradation would reduce
the capability of the solar arrays

to produce power. To combat the
negative effects when the thrusters
are firing, the USOS solar arrays are
stopped and positioned facing edge
on to, and as far as possible from,
the thrusters. This reduces the forces
imparted on the solar arrays and their
exposure to combustion products.
Many thruster plumes need to be
avoided, especially when visiting
vehicles arrive to or depart from the
ISS, which creates a narrow range of
acceptable locations for the USOS
solar arrays. The less flexibility

on solar array positions, the more
power constrained the ISS, requiring
load powerdowns to stay in energy
balance. If the forces involved are
high enough, the BGAs or SARJs
(or both) may be mechanically locked
into position to prevent inadvertent,
perhaps plume-induced, rotation into
a position that would risk damage to
the solar array.
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Longeron Shadowing

When the USOS solar arrays were
deployed, some of the components
combined to form four longerons that
run the length the mast of each SAW.
See Figure 4.

When a solar array is tracking the
sun, each of the four longerons are
exposed to sunlight. However, if
the solar array is not tracking the
sun (e.g., parked for thruster
constraints) or if other equipment
blocks the sun (i.e., during high
beta), it is possible these longerons
can become shadowed. Whether a
longeron is in sunlight or shadow
will change the temperature of the
longeron and can cause it to expand
(lengthen) or contract (shorten). If
the longerons of a single array mast
are unevenly shadowed (e.g., three
longerons fully in the sun while one
longeron is fully in shadow), this
expansion and contraction can cause
uneven tension and compression
loads on the longerons. Analysis
has shown that uneven shadowing
for as few as 20 minutes can cause
enough thermal loading differences
to damage the mast.

When the constraints to prevent
longeron shadowing and thruster
plume impingement are combined,

it can be very difficult to develop a
solar array plan that protects solar
array hardware while still producing
enough power to meet the ISS needs.

These constraints came about mainly
due to design changes from early
space station concepts. The biggest
design change that magnified these
solar array constraints was the
addition of Russia as an international
partner. The USOS solar arrays were
originally designed for the Space
Station Freedom. When Russia joined



the partnership, two major changes
occurred in design modification from
Space Station Freedom to the ISS that
impacted the USOS solar arrays. First,
the RS was added to the ISS design
and included thrusters for vehicle
attitude control. This eliminated

the need for US Orbital Segment
thrusters, which had been designed
to limit plume impingement on the
USOS solar arrays. The RS modules
(and their associated attitude control
thrusters) were based on elements

of the Mir space station and did not
take into consideration USOS solar
array design or structural capabilities.
Second, when Russia joined the

ISS partnership, the inclination of
the space station orbit was changed
from 28° to 51.6° to make full use of
Russian launch vehicle capabilities.
This change in inclination also
altered the beta angle range that the
space station would see. At 51.6°
inclination, the ISS would experience
beta angles up to +75°, which would
cause times of no eclipses for days.
In addition to exposing hardware to
high temperatures at high beta angles,
components of the ISS can cast
shadows on other station equipment
and thereby reduce solar power
generation or create thermal gradients
(i.e., longeron shadowing) that were
not figured into the original design.

Another constraint that has been
applied to the USOS solar arrays is
their use in reducing (or increasing)
atmospheric drag on the ISS. Even
at the orbital altitude of the ISS,
there is enough of an atmosphere for
the large surface area of the USOS
solar arrays to cause drag on the ISS,
especially when facing the direction
of motion. This drag, although small,
adds up over time, thus lowering the
ISS attitude and causing the need

for reboosts (see Chapter 7). To

combiat this constraint, the software
used to calculate solar array angles
to track the sun allows for biases to
be applied. Biasing the solar array
position can turn it more edge on to
the velocity vector to reduce drag.
Of course, this also turns it away
from the sun, thereby reducing power
generation and potentially causing
longeron shadowing. This constrains
when and how much bias can be
used. As the ISS software developed
over time, this biasing strategy was
automated, which subsequently
reduced the workload for ground
controllers. Although uncommon,
this strategy has occasionally been
reversed to increase drag on the

ISS to meeting visiting vehicle
phasing constraints, as discussed in
Chapter 14 (i.e., being in the right
place at the right time for rendezvous
or departure) without needing to burn
propellant to deboost the ISS.

Conclusion

Operating the largest orbital solar
power platform has been challenging,
yet highly successful. Many design
decisions and design changes have
driven the need for automated
software control and sophisticated
analysis tools. The SPARTAN team
continuously plans and adjusts

EPS configurations to protect the
ISS hardware and maintain power
availability to critical systems and
scientific payloads. The team must
also be ready to respond to system
failures or maintenance by adjusting
plans or rerouting power—or both.
Working with the ISS Program and
engineering experts, SPARTAN will
continue to maintain the ISS EPS

in support of the crew, scientific
research, and ultimately exploration.
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Chapter 10 Day in the Life:
Preparing for
the Unexpected




At 2:49 a.m. Central Standard
Time, a red alarm illuminated the
giant front wall display in Mission
Control in Houston. The alert read:
TOXIC ATMOSPHERE Node 2 LTL
IFHX NH3 Leak Detected.

The meaning was clear. Ammonia
was apparently leaking into the
Interface Heat Exchanger (IFHX) of
the Low Temperature cooling Loop
(LTL) in the Node 2 module.

“Flight, ETHOS, I expect the crew to
be pressing in emergency response
while I confirm,” said the flight
controller from Environmental

and Thermal Operating Systems

(ETHOS). In other words, the crew
needed to don oxygen masks to
protect themselves from ammonia
while ETHOS looked more closely at
these data.

This was not a drill. When the red
alarm appeared, the flight director
turned her full attention to

ETHOS. The words—unwelcome
at any time from ETHOS—were
especially jarring at an hour when the
crew and the ground were humming
along on a busy day of running
experiments. Of the many failures
for which the flight control team
prepares, especially in simulations,
this failure presents one of the most
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A close-up of the Node 2 module (center), one of the areas where toxic ammonia can leak into the habitable volume of the International Space Station.

life-threatening situations, and one
the team never wants to encounter on
the actual vehicle.

On January 14, 2015, this scenario
happened on the International Space
Station (ISS). Data on the ETHOS
console indicated toxic ammonia
could be bleeding in from the
external loops, through the water-
based IFHX, and into the cabin (see
Chapter 11). Software on the ISS
immediately turned off the fans and
closed the vents between all modules
to prevent the spread of ammonia.
At the sound of the alarm, crew
members immediately began their
memorized response of getting to



the Russian Segment (considered a
safe haven, since that segment does
not have ammonia systems) and
closed the hatch that connected to

the United States On-orbit Segment
(USOS). They took readings with a
sensitive sensor to determine the level
of ammonia in the cabin. The flight
control team—especially the flight
director, ETHOS, and the capsule
communicator (CAPCOM [a holdover
term from the early days of the space
program])—waited anxiously for the
results while they looked for clues

in the data to see how much, if any,
ammonia was entering the cabin.
Already, the flight director anticipated
multiple paths that the crew and
ground would take, depending on the
information received.

No ammonia was detected in the
cabin of the Russian Segment.

At the same time, flight control

team members looked at multiple
indications in their data and did not
see the expected confirming cues of
areal leak. In fact, it was starting

to look as if an unusual computer
problem was providing incorrect
readings, resulting in a false alarm.
After looking carefully at the various
indications and starting up an
internal thermal loop pump, the team
verified that no ammonia had leaked
into the space station. The crew

was not in danger. After 9 hours,

the flight control team allowed

the crew back inside the USOS.
However, during the “false ammonia
event,” as it came to be called,

the team’s vigilance, discipline,

and confidence came through.

No panicking. Only measured
responses to quickly exchange
information and instructions.

Hearts were pumping rapidly, yet

onlookers would have noticed little
difference from any other day.

A key to the success of t